Evidence-Based Medicine (EBM) is a shift in medical paradigms and about solving clinical problems, acknowledging that intuition, unsystematic clinical experience, and pathophysiologic rationale are insufficient grounds for clinical decision-making. The importance of randomized trials has been created by the concept of the hierarchy of evidence in guiding therapy. Even though the concept of hierarchy of evidence is not absolute, in modern medicine, most researchers synthesizing the evidence may or may not follow the principles of EBM, which requires that a formal set of rules must complement medical training and common sense for clinicians to interpret the results of clinical research.

N of 1 randomized controlled trials (RCTs) has been positioned as the top of the hierarchy followed by systematic reviews of randomized trials, single randomized trial, systematic review of observational studies, single observational study, physiologic studies, and unsystematic clinical observations. However, some have criticized that the hierarchy of evidence has done nothing more than glorify the results of imperfect experimental designs on unrepresentative populations in controlled research environments above all other sources of evidence that may be equally valid or far more applicable in given clinical circumstances.

Design, implementation, and reporting of randomized trials is crucial. The biased interpretation of results from randomized trials, either in favor of or opposed to a treatment, and lack of proper understanding of randomized trials, leads to a poor appraisal of the quality.

Multiple types of controlled trials include placebo-controlled and pragmatic trials. Placebo-controlled RCTs have multiple shortcomings such as cost and length, which limit the availability for studying certain outcomes, and may suffer from problems of faulty implementation or poor generalizability, despite the study design which ultimately may not be the prime consideration when weighing evidence for treatment alternatives. However, in practical clinical trials, interventions compared in the trial are clinically relevant alternatives, participants reflect the underlying affected population with the disease, participants come from a heterogeneous group of practice settings and geographic locations, and endpoints of the trial reflect a broad range of meaningful clinical outcomes.
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G
uyatt and Drummond (1) in their introduction to the philosophy of evidence-based medicine (EBM) begin with the assertion that EBM is a shift in medical paradigms and about solving clinical problems (2,3). They further elaborate that in contrast to the traditional paradigm of medical practice, EBM acknowledges that intuition, unsystematic clinical experience, and pathophysiologic rationale are insufficient grounds for clinical decision-making, and stresses the examination of evidence from clinical research. Further, EBM suggests that a formal set of rules must complement medical training and common sense for clinicians to interpret the results of clinical research effectively.

A hierarchy of strength of evidence for treatment decisions provided by Guyatt and Drummond (1) is as follows:

- N of 1 randomized controlled trial
- Systematic reviews of randomized trials
- Single randomized trial
- Systematic review of observational studies addressing patient-important outcomes
- Single observational study addressing patient-important outcomes
- Physiologic studies (studies of blood pressure, cardiac output, exercise capacity, bone density, and so forth)
- Unsystematic clinical observations

The N of 1 randomized controlled trial (RCT) which is at the top of Guyatt and Drummond’s (1) hierarchy of strength of evidence for treatment decisions, is one in which patients undertake pairs of treatment periods receiving a target treatment during one period of each pair, and a placebo or alternative during the other. Patients and clinicians are blind to allocation, the order of the target and control is randomized, and patients make quantitative ratings of their symptoms during each period. The N of 1 RCT continues until both the patient and clinician conclude that the patient is, or is not, obtaining benefit from the target intervention. N of 1 RCT is often considered to be feasible (4,5), can provide definitive evidence of treatment effectiveness in individual patients, and may lead to long-term differences in treatment administration (6,7).

Knowing the tools of evidence-based practice is necessary but not sufficient for delivering the highest quality of patient care. In addition to clinical expertise, the clinician requires compassion, sensitive listening skills, and broad perspectives from the humanities and social sciences. Thus, a continuing challenge for EBM, and for medicine in general, will be to better integrate the new science of clinical medicine with the time-honored craft of caring for the sick (1).

The philosophy of a hierarchy of evidence in guiding therapy, though it is not absolute, has created emphasis on the importance of randomized trials. However, in modern medicine, most researchers synthesizing the evidence may or may not follow the rules of EBM, which require that a formal set of rules must complement medical training and common sense for clinicians to interpret the results of clinical research. In general, systematic clinical observations are limited by small sample size, and, more importantly, by deficiencies in the human processes of making inferences (8). At the same time, predictions about intervention effects on clinically important outcomes based on physiologic experiments while they are usually right, occasionally are disastrously wrong (1,9). Further, guideline developers and systematic reviewers seem to ignore that very different hierarchies are necessary for issues of diagnosis or prognosis (9).

Essentially, EBM has been characterized as a stick by which policy-makers and academicians beat clinicians (10-14). Further, it has been claimed that the research performed to test new treatments has often been of poor quality or has asked the wrong questions. Thus, clinicians criticize the research establishment, justifiably, for failing to provide answers to relevant clinical problems of everyday practice (15).

Miles et al (15) state that, “the hierarchy of evidence (of which RCT has the highest priority) has done nothing more than glorify the results of imperfect experimental designs on unrepresentative populations in controlled research environments above all other sources of evidence which may be equally valid or far more applicable in given clinical circumstances.”

1. An Introduction to Randomized Trials

Randomized trials are considered as the evidence of progress in medicine. However, randomized trials work by first assuming there is no difference between a new and an old or placebo treatment – the null hypothesis. Basically, one may contend that the standard RCTs are in fact set up to show that treatments do not work, rather than to demonstrate that treatments do work (16). RCTs were designed to stop therapeutic bandwagons in their tracks and also quacks pedaling worthless treatments to patients made vulnerable and desperate by their illness.
Randomized Controlled Trials

Historically, randomized trials originated with epidemiology in the nineteenth century attempting to establish causation of infectious disorders (16). Introduced by Fisher in 1926 in an agricultural study (17), randomization was designed to reduce the required population to be tested from tens of thousands of patients to controllable levels. Subsequently, the two RCTs were published, one in 1931 (18) and the other in 1948 (19).

While RCTs are considered to provide the most internally valid evidence for medical decision-making, in the specialty of interventional pain management, results from clinical trials, both randomized and observational, with substantial impact on patient care, have been ruled ineffective based on flawed methodology of evidence synthesis (20-39).

In an attempted meta-analysis, Smith and Pell (40) reviewed the available randomized trials supporting the use of parachutes to prevent injuries caused by jumping out of an airplane. There were no trials available which had been done and they concluded that there was insufficient evidence to recommend the use of parachutes. Realizing that very few interventions in medicine work quite as definitely as parachutes, this attempted meta-analysis reminds us that some interventions are of such intuitive value that they do not require RCTs. The traditional view is that the most reliable evidence in medicine comes from blinded RCTs. This is the only design which is considered to reliably control for unobserved differences between treated and untreated patients (41).

2. Why Randomized Trials?

With increasing initiatives to improve the effectiveness and safety of patient care, there is a growing emphasis on evidence-based interventional pain management and incorporation of high-quality evidence into clinical practice. The World Health Organization (WHO) defines a clinical trial as, “any research study that prospectively assigns human participants or groups of humans to one or more health-related interventions to evaluate the effects on health outcomes” (42). Very few studies in interventional pain management are RCTs and treatments even in surgery are only half as likely to be based on RCTs as treatments in internal medicine (20-39,43-46).

Many surgical and medical interventions recommended based on observational studies (46-51) have later been demonstrated to be ineffective or even harmful, even though there is contradictory evidence for RCTs also (6). The major advantage is that rigorously conducted RCTs minimize bias by controlling for known and unknown factors (confounders) that affect outcomes and distort the apparent treatment effect. However, not all questions can be addressed in an RCT. Evidence shows that only 40% of treatment questions involving surgical procedures are amenable to evaluation by an RCT, even in an ideal clinical setting (52-55). In fact, among the 4 trial objectives including measurement of the effect size, existence of effect, dose-response relationship, and comparison of therapies, placebo-controlled trials measure only the first 2 (56).

Different outcomes can also be observed in trial participants because of either the Hawthorne or placebo effect, both of which can distort the apparent treatment effect and threaten the validity of the trial (41). The Hawthorne effect is described as changes in clinicians’ or patients’ behavior because of being observed, improving the results. In contrast, the placebo effect occurs from patients’ expectations for benefit (57-62). In the evaluation of interventional techniques, in most instances, researchers and practitioners are not aware of the effects of solutions injected into closed spaces, joints, and over the nerve roots (63-72). Many authors also have considered local anesthetic injection as placebo (35,65,66,73-75). However, the evidence has been to the contrary (65,67-80).

RCTs have become the gold standard for assessing the effectiveness of therapeutic agents (81-83). Sacks et al (84) compared published RCTs with those that used observational designs. This evaluation showed that the agent being tested was considered effective in 44 of 56 trials (79%) in observational studies utilizing historic controls, whereas the agent was considered positive in only 10 of 50 (20%) RCTs. This led to the conclusion that bias in patient selection may irretrievably weigh the outcome of historically controlled trials in favor of new therapies in observational studies. However, the concept that assignment of the subjects randomly to either experimental or controlled groups as the perfect science has been questioned (85).

It was also reported that in comparing effects between RCTs and observational studies in digestive surgery, one-fourth of the observational studies gave different results than randomized trials and between-study heterogeneity was more common in observational studies in the field of digestive surgery (86). A potential for confounding bias was reported in 98% of the studies in one systematic review due to poor qual-
ity of reporting in observational intervention studies (87). In fact, another systematic review (88) concluded that tools for assessing quality and susceptibility to bias in observational studies in epidemiology should be rigorously developed, evidence-based, valid, reliable, and easy to use.

Hartz et al (89), in a 2005 publication assessing observational studies of medical treatments, concluded that reporting was often inadequate to compare study designs or allow other meaningful interpretation of results. However, Benson and Hartz (90), in a 2000 publication comparing observational studies and RCTs, found little evidence that estimates of treatment effects in observational studies reported after 1984 were either consistently larger than or qualitatively different from those obtained in RCTs. Hartz et al (91), in assessing observational studies of spinal fusion and chemonucleolysis in a 2003 publication, concluded that the results suggested that review of several comparable observational studies may help evaluate treatment, identify patient types most likely to benefit from a given treatment, and provide information about study features that can improve the design of subsequent observational or RCTs. They also cautioned that the potential of comparative observational studies has not been realized because of concurrent inadequacies in their design, analysis, and reporting. In contrast, Concato et al (92), in a 2000 publication evaluating published articles in 5 major medical journals from 1991 to 1995 concluded that the results of well-designed observational studies (with either a cohort or a case control design) do not systematically overestimate the magnitude of the effects of treatment as compared with those in RCTs on the same topic. Further, Shrier et al (93) found that the advantages of including both observational studies and randomized studies in a meta-analysis could outweigh the disadvantages in many situations and that observational studies should not be excluded a priori.

Deeks et al (94) compared the results of randomized and non-randomized studies across multiple interventions using meta-epidemiological techniques. They concluded that the results of non-randomized studies sometimes, but not always, differ from results of randomized studies of the same intervention. However, non-randomized studies may still give seriously misleading results when treated and control groups appear similar in key prognostic factors.

3. What Is Randomization?

Randomization is the process of assigning participants to treatment and control groups, assuming that each participant has an equal chance of being assigned to any group (41,95,96). Thus, randomization is considered as a fundamental aspect of scientific research methodology. Fisher (17) was the first to introduce the idea of randomization in a 1926 agricultural study. Since then, the academic community has deemed randomization an essential tool for unbiased comparisons of treatment groups, resulting in the publication of the first RCT involving tuberculosis (18). This study included a total of 24 patients randomized by the flip of a coin. Even though randomization may be accomplished by a simple coin toss, sophisticated methodology has been developed, and is demanded in clinical trials.

While researchers believe that randomization ensures that 2 groups will differ only by chance, it does not guarantee that the balance will actually be achieved through randomization (37,66,97). In fact, Manchikanti and Pampati (97) in an evaluation of the research designs in interventional pain management undertook to evaluate if randomization does provide the protective statistical shield that some think it provides. The results of this evaluation showed that there was only one significant difference when patients were allocated by means of non-randomization among the groups or compared to the total sample. In contrast, randomization showed significant differences in 7 parameters indicating that a randomized design may not be the best in interventional pain management settings.

Carragee et al (37) in a Task Force report criticized Lord et al (66) for a lack of similarities in both groups even though they were randomized. The Task Force (37) stated that the randomization process resulted in an unequal distribution of potentially confounding baseline variables. They cite that 10 of 12 sham vs 4 of 12 active subjects were involved in litigation; however supporters of the procedure (98) contend that unequal numbers is evidence of the honesty of the randomization procedure. Further the implied criticism that litigation biases outcomes from radiofrequency neurotomy was not supported by the difference in the active group between those patients involved in litigation and those not involved in litigation. Additionally, 4 subsequent radiofrequency neurotomy studies (99-102) have consistently shown that litigation does not significantly affect outcomes statistically.
Some researchers have inaccurately claimed that diagnostic studies require randomization (20,21). However, it has long been shown that the quality assessment of diagnostic studies always involves observational studies rather than randomized, double-blind trials (22,103-107).

4. **How To Report Randomized Trials**

The revised Consolidated Standards of Reporting Trials (CONSORT) statement (108) for reporting randomized trials and the extension of the CONSORT statement of reporting of non-inferiority and equivalence randomized trials (109) acknowledge that well-designed and properly executed RCTs provide the best evidence on the efficacy of health care interventions, but trials with inadequate methodologic approaches are associated with exaggerated treatment effects (110-114). In an evaluation of standards of reporting randomized trials in general surgery (54), of the 69 RCTs analyzed, only 37.7% had a Jadad score of greater than or equal to 3, and only 13% of the trials clearly explained allocation concealment. They concluded that the overall quality of reporting surgical RCTs was suboptimal with a need for improving awareness of the CONSORT statement among authors, reviewers, and editors of surgical journals and better quality control measures for trial reporting and methodology.

A controlled trial of arthroscopic surgery for osteoarthritis of the knee (115) in 2002 reported a lack of benefit. However, the methodology was questioned (116-121). Further, the authors’ conclusions (115) that arthroscopy is ineffective for the treatment of moderate to severe arthritis of the knee has not been generally accepted (122-125). The same issue was revisited in another randomized trial of arthroscopic surgery for osteoarthritis of the knee (126) published in 2008 and this study also concluded that arthroscopic surgery provides no additional benefit to optimized physical and medical therapy. Even though the authors conceded that bias is possible because of the lack of sham surgery control, they contend that such a bias would be expected to favor surgery and would not be expected to explain the present results. However, arthroscopic surgery continues to be widely used for osteoarthritis of the knee even though scientific evidence to support its efficacy has been lacking (127).

The biased interpretation of the results from randomized trials, either in favor or not of a treatment, and lack of proper understanding of randomized trials, lead to a poor appraisal of the quality of clinical trials (108,113,128-140). It has been shown that the reporting of RCTs is often incomplete (113,128-130), compounding problems arising from poor methodology (108,109,131-136).

Apart from criteria developed for the reporting of randomized trials by means of the CONSORT statement (108,109), numerous criteria have been developed to assess the quality of randomized trials (103). These guidelines assess the methodologic quality of each trial. The CONSORT statement for reporting randomized trials (108) provides a checklist of items to include when reporting a randomized trial as shown in Table 1. The extension of the CONSORT statement for reporting of non-inferiority and equivalence randomized trials (109) expands the items on the CONSORT checklist. Of the 22 items on the CONSORT checklist, 11 required expansion (108,109). Systems to rate the strength of scientific evidence, a comprehensive document developed by the Agency for Healthcare Research and Quality (AHRQ) by West et al (103), evaluated numerous systems concerned with RCTs including 20 scales, 11 checklists, one component evaluation, and 7 guidance documents, along with review of 10 rating systems used by AHRQ's Evidence-Based Practice Centers. Subsequently, they designed a set of high-performing scales or checklists pertaining to RCTs by assessing their coverage of the 7 domains which included study question, study population, randomization, blinding, interventions, outcomes, statistical analysis, results, discussion, and funding or sponsorship. They concluded that 8 systems for RCTs represent acceptable approaches that could be used today without major modifications (140-147). Ten rating systems used by AHRQ's Evidence-Based Practice Centers are also considered critically developed and reviewed (148-158). Yet, the researchers tend to use modified systems to meet their needs or use outdated systems (20-22,25,26,29-39).

5. **What Are Placebo-controlled Trials Versus Pragmatic Trials?**

Controlled clinical trials of health care interventions are either explanatory or pragmatic. Explanatory trials test whether an intervention is efficacious; that is whether it can have a beneficial effect in an ideal situation. In contrast, pragmatic trials measure effectiveness; that is they measure the degree of beneficial effect in
<table>
<thead>
<tr>
<th>Paper Section and Topic</th>
<th>Item Number</th>
<th>Descriptor</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Title and abstract</strong></td>
<td>1</td>
<td>How participants were allocated to interventions (e.g., “random allocation,” “randomized,” or “randomly assigned”).</td>
</tr>
<tr>
<td><strong>Introduction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Background</td>
<td>2</td>
<td>Scientific background and explanation of rationale.</td>
</tr>
<tr>
<td><strong>Methods</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participants</td>
<td>3</td>
<td>Eligibility criteria for participants and the settings and locations where the data were collected.</td>
</tr>
<tr>
<td>Interventions</td>
<td>4</td>
<td>Precise details of the interventions intended for each group and how and when they were actually administered.</td>
</tr>
<tr>
<td>Objectives</td>
<td>5</td>
<td>Specific objectives and hypotheses.</td>
</tr>
<tr>
<td>Outcomes</td>
<td>6</td>
<td>Clearly defined primary and secondary outcome measures and, when applicable, any methods used to enhance the quality of measurements (e.g., multiple observations, training of assessors).</td>
</tr>
<tr>
<td>Sample size</td>
<td>7</td>
<td>How sample size was determined and, when applicable, explanation of any interim analyses and stopping rules.</td>
</tr>
<tr>
<td>Randomization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sequence generation</td>
<td>8</td>
<td>Method used to generate the random allocation sequence, including details of any restriction (e.g., blocking, stratification).</td>
</tr>
<tr>
<td>Allocation concealment</td>
<td>9</td>
<td>Method used to implement the random allocation sequence (e.g., numbered containers or central telephone), clarifying whether the sequence was concealed until interventions were assigned.</td>
</tr>
<tr>
<td>Implementation</td>
<td>10</td>
<td>Who generated the allocation sequence, who enrolled participants, and who assigned participants to their groups.</td>
</tr>
<tr>
<td>Blinding (masking)</td>
<td>11</td>
<td>Whether or not participants, those administering the interventions, and those assessing the outcomes were blinded to group assignment. If done, how the success of blinding was evaluated.</td>
</tr>
<tr>
<td>Statistical methods</td>
<td>12</td>
<td>Statistical methods used to compare groups for primary outcome(s); methods for additional analyses, such as subgroup analyses and adjusted analyses.</td>
</tr>
<tr>
<td><strong>Results</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participant flow</td>
<td>13</td>
<td>Flow of participants through each stage (a diagram is strongly recommended). Specifically, for each group report the numbers of participants randomly assigned, receiving intended treatment, completing the study protocol, and analyzed for the primary outcome. Describe protocol deviations from study as planned, together with reasons.</td>
</tr>
<tr>
<td>Recruitment</td>
<td>14</td>
<td>Dates defining the periods of recruitment and follow-up.</td>
</tr>
<tr>
<td>Baseline data</td>
<td>15</td>
<td>Baseline demographic and clinical characteristics of each group.</td>
</tr>
<tr>
<td>Numbers analyzed</td>
<td>16</td>
<td>Number of participants (denominator) in each group included in each analysis and whether the analysis was by “intention to treat.” State the results in absolute numbers when feasible (e.g., 10 of 20, not 50%).</td>
</tr>
<tr>
<td>Outcomes and estimation</td>
<td>17</td>
<td>For each primary and secondary outcome, a summary of results for each group and the estimated effect size and its precision (e.g., 95% confidence interval).</td>
</tr>
<tr>
<td>Ancillary analyses</td>
<td>18</td>
<td>Address multiplicity by reporting any other analyses performed, including subgroup analyses and adjusted analyses, indicating those prespecified and those exploratory.</td>
</tr>
<tr>
<td>Adverse events</td>
<td>19</td>
<td>All important adverse events or side effects in each intervention group.</td>
</tr>
<tr>
<td><strong>Discussion</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interpretation</td>
<td>20</td>
<td>Interpretation of the results, taking into account study hypotheses, sources of potential bias or imprecision, and the dangers associated with multiplicity of analyses and outcomes.</td>
</tr>
<tr>
<td>Generalizability</td>
<td>21</td>
<td>Generalizability (external validity) of the trial findings.</td>
</tr>
<tr>
<td>Overall evidence</td>
<td>22</td>
<td>General interpretation of the results in the context of current evidence.</td>
</tr>
</tbody>
</table>
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real clinical practice. The explanatory trial seeks to maximize the internal validity by issuing rigorous control of all variables other than the intervention, whereas the pragmatic trial seeks to maximize external validity to ensure that the results can be generalized. There are limitations for both types of trials. Surprisingly, methodologic quality criteria awards the same number of points whether it is a pragmatic trial or a placebo-controlled trial as shown in Table 2 (28,31,159,160).

In modern medicine, pragmatic or practical clinical trials measuring effectiveness are considered more appropriate than explanatory trials measuring efficacy (10,12-14,67-72,161-165). Explanatory trials are most commonly conducted in academic settings measuring the efficacy, whereas pragmatic or practical trials are best designed to provide the results of benefit of the treatment produced in routine clinical practice (10,12-14,163-165). In addition, practical clinical trials address the questions about the risks, benefits, and costs of an intervention as they occur in routine clinical practice better than an explanatory trial in an academic setting (164). The issue of lack of a placebo group is addressed in pragmatic trials with the treatment response accounting for the total difference between 2 treatments, including both treatment and associated placebo effect. Consequently, the treatment response in a pragmatic trial is a combination of the treatment effect and placebo effect, as this will best reflect the likely clinical response in actual clinical practice.

Multiple pragmatic trials have been conducted in interventional pain management settings (70-72,161,162).

Vesely and De Almeida (166) described that much of the controversy surrounding EBM is due to the fact that EBM has been reduced to mainly RCTs or gold standard trials. Multiple shortcomings of RCTs (165) include 1) the length of time to complete due to the difficulty of obtaining large sample sizes to achieve statistical significance (167) in order to equalize confounding factors between study groups by randomization (168) and due to a very low incidence of disease under study, requiring cooperation between multiple groups and settings; 2) possibly never addressing a clinician’s question; 3) the proposal of a lengthy and costly RCT for a therapy that may never achieve popularity or may soon become obsolete (169); and 4) it may not lend itself to particular types of research questions, which may nevertheless be very important (170,171). Consequently, clinical researchers focus on topics where the methodologic criteria of reviewers and editors can be most easily met, rather than studying real-life clinical problems (172).

Errors in the design of large scale RCTs can compromise, if not completely invalidate, the conclusions generated by such a study (173-177). Even a study with impeccable experimental design and implementation may be questioned as to the generalizability of the results, since most studies have very particular eligibility criteria upon which treatment groups are chosen, and the conclusions may only be applicable to others that strictly fit such criteria (178). Another disadvantage of placebo-controlled

<table>
<thead>
<tr>
<th>CRITERION</th>
<th>Weighted Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Study population</td>
<td>35</td>
</tr>
<tr>
<td>A Homogeneity</td>
<td>2</td>
</tr>
<tr>
<td>B Comparability of relevant baseline characteristics</td>
<td>5</td>
</tr>
<tr>
<td>C Randomization procedure adequate</td>
<td>4</td>
</tr>
<tr>
<td>D Drop-outs described for each study group separately</td>
<td>3</td>
</tr>
<tr>
<td>E &lt; 20% loss for follow-up</td>
<td>2</td>
</tr>
<tr>
<td>F &lt; 10% loss for follow-up</td>
<td>2</td>
</tr>
<tr>
<td>G &gt; 50 subject in the smallest group</td>
<td>8</td>
</tr>
<tr>
<td>H &gt; 100 subjects in the smallest group</td>
<td>9</td>
</tr>
<tr>
<td>2. Interventions</td>
<td>25</td>
</tr>
<tr>
<td>G Interventions included in protocol and described</td>
<td>10</td>
</tr>
<tr>
<td>H Pragmatic study</td>
<td>5</td>
</tr>
<tr>
<td>I Co-interventions avoided</td>
<td>5</td>
</tr>
<tr>
<td>J Placebo-controlled</td>
<td>5</td>
</tr>
<tr>
<td>3. Effect</td>
<td>30</td>
</tr>
<tr>
<td>K Patients blinded</td>
<td>5</td>
</tr>
<tr>
<td>L Outcome measures relevant</td>
<td>10</td>
</tr>
<tr>
<td>M Blinded outcome assessments</td>
<td>10</td>
</tr>
<tr>
<td>N Follow-up period adequate</td>
<td>5</td>
</tr>
<tr>
<td>4. Data-presentation and analysis</td>
<td>10</td>
</tr>
<tr>
<td>O Intention-to-treat analysis</td>
<td>5</td>
</tr>
<tr>
<td>P Frequencies of most important outcomes presented for each treatment group</td>
<td>5</td>
</tr>
<tr>
<td>TOTAL SCORE</td>
<td>100</td>
</tr>
</tbody>
</table>
RCTs is patients are chosen from tertiary or quaternary care settings and usually differ significantly from those for which the treatment is intended, not only in physiologic commonality (176,179,180), but also with concomitant medical and psychological profiles. In fact, Charlton (180) argues that the results of an RCT offer knowledge only at the population level in megatrials, and to apply this to the care of individual patients would be a classic example of the ecological fallacy. Further, RCTs rarely actually study long-term outcomes, and therefore many RCTs look instead at surrogate endpoints (166,181). This essentially translates that placebo-controlled RCTs fail to apply to the general patient population, fail to investigate mechanisms, and fail to accurately look at outcomes (existence and size of effect on a long-term basis).

Due to the disadvantages of placebo-controlled trials, physicians and other medical decision-makers should choose practical clinical trials to obtain high quality evidence-based on head-to-head comparisons of clinically relevant alternatives. Characteristic features of practical clinical trials are 1) interventions compared in the trial are clinically relevant alternatives, 2) participants are diverse and reflect the underlying population affected with the disease, 3) participants come from a heterogenous group of practice settings and geographic locations, and 4) endpoints of the trial reflect a broad range of meaningful clinical outcomes (182). However, in spite of the inherent usefulness of practical clinical trials, they have been relatively rare compared to placebo-controlled trials. Multiple reasons described for this disparity include the primary mission of major funding sources for clinical trials being RCTs rather than practical clinical trials (163,183,184). MacPherson (185) described in detail practical clinical trials, along with the differences between explanatory and pragmatic trials, as illustrated in Table 3. Multiple practical clinical trials have been conducted in various disciplines, including interventional pain management (65,67-72,161,162,186-189). However, a great need continues for more practical clinical trials in interventional pain management. This is exemplified by the fact that practical clinical trials are crucial for developing practice guidelines and quality indicators, and for formulating evidence-based coverage policies for public and private insurers. This is not only true but essential, as large numbers of traditional, placebo-controlled trials continually expand the range of high-cost new technologies that are available to physicians and patients.

Table 3. Characteristics of explanatory (placebo-control) and pragmatic (active-control) trials.

<table>
<thead>
<tr>
<th>EXPLANATORY TRIALS</th>
<th>PRAGMATIC TRIALS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Placebo-controlled</td>
<td>Not placebo-controlled</td>
</tr>
<tr>
<td>2. Experimental setting</td>
<td>Routine care setting</td>
</tr>
<tr>
<td>3. Evaluate efficacy</td>
<td>Compare effectiveness</td>
</tr>
<tr>
<td>4. More suitable for acute conditions</td>
<td>More suitable for chronic conditions</td>
</tr>
<tr>
<td>5. Standardized treatment</td>
<td>Routine treatment</td>
</tr>
<tr>
<td>6. Simple interventions</td>
<td>Complex interventions</td>
</tr>
<tr>
<td>7. Practitioner skilled for standard protocol</td>
<td>Practitioner skilled in routine care</td>
</tr>
<tr>
<td>8. Patients blinded to minimize bias</td>
<td>Patients unblinded to maximize synergy</td>
</tr>
<tr>
<td>9. Aim to equalize non-specific effects</td>
<td>Aim to optimize non-specific effects</td>
</tr>
<tr>
<td>10. Usually short-term follow-up</td>
<td>Often long-term follow-up</td>
</tr>
<tr>
<td>11. May manage with smaller sample sizes</td>
<td>May need larger sample sizes</td>
</tr>
<tr>
<td>12. Low relevance and impact on practice</td>
<td>High relevance and impact on practice</td>
</tr>
<tr>
<td>13. Homogenous group of patients</td>
<td>Heterogeneous group of patients</td>
</tr>
<tr>
<td>14. More commonly used</td>
<td>Less commonly used</td>
</tr>
<tr>
<td>15. Provide comparative information of interventions</td>
<td>Do not provide comparative information of interventions</td>
</tr>
<tr>
<td>16. Minimal ethical concerns</td>
<td>Major ethical concerns</td>
</tr>
<tr>
<td>17. IRB approval difficult</td>
<td>IRB approval relatively easier</td>
</tr>
<tr>
<td>18. High internal validity</td>
<td>High external validity</td>
</tr>
<tr>
<td>19. Generally large withdrawals</td>
<td>Generally fewer withdrawals</td>
</tr>
<tr>
<td>20. Disincentive for physicians and patients with lack of preference</td>
<td>Enhanced preferences and incentives for patients and physicians</td>
</tr>
</tbody>
</table>

rather than evaluating the existing technologies. Finally, most disorders treated with interventional techniques are chronic in nature, thus it is much easier and more practical for practical clinical trial design rather than placebo-controlled trials, removing the disparity between the course of chronic pain and the length of the trials, an obvious weakness in design in placebo-controlled randomized trials.

6. What is A Control Group Design?

The choice of control group is always a critical decision in designing a clinical trial, as the choice affects the inferences that can be drawn from the trial, the ethical acceptability of the trial, the degree to which bias in conducting and analyzing the study can be minimized, the types of subjects that can be recruited and the pace of recruitment, the kind of endpoints that can studied, the public and scientific credibility of the results, the acceptability of the results by regulatory authorities, and many other features of the study, its conduct, and its interpretation (56). The control group experience essentially provides the knowledge of what would have happened to patients if they had not received the test treatment or if they had received a different treatment known to be effective.

Table 4 and Figure 1 illustrate the methodology to choose the control group for demonstration of efficacy and usefulness of specific control types in various situations. As shown in Table 4, the best type of trial is the placebo + active + dose-response type of trial.

7. What Are The Types Of Controls?

Control groups in clinical trials can be classified on the basis of either the type of treatment used or the method of determining who will be in the control group. Four types of control groups have been described. These include: 1) placebo, 2) active treatment, 3) no treatment, 4) different dose or regimen of the study treatment, and 5) external or historical control. The first 4 are concurrently controlled, usually with random assignment to treatment, distinguished by the type of control as described above; whereas, external or historical control groups, regardless of the comparator treatment, are considered as different and probably inferior due to the serious concerns about the ability of such trials to ensure comparability of tests and control groups and their ability to minimize important biases, making the external or historical control design usable only in unusual circumstances. However, more than one type of control group may be utilized.

7.1 Placebo-Control

In a placebo-controlled trial, subjects are randomly assigned to a test treatment or to an identical-appearing treatment that does not contain the test drug (56). Such trials are always double-blind and the treatments may be titrated to effect or tolerance or may be given at one or more fixed doses. As suggested by the name itself, the purpose is to control for placebo effect. However, placebo control design also controls

Table 4. Usefulness of specific control types in various situations.

<table>
<thead>
<tr>
<th>Trial Objective</th>
<th>Placebo Control</th>
<th>Active Control</th>
<th>Dose Response (D/R)</th>
<th>Placebo + Active</th>
<th>Placebo + D/R</th>
<th>Active + D/R</th>
<th>Placebo + Active + D/R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measure Absolute effect size</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Show existence of effect</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Show dose-response relationship</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Compare therapies</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
</tbody>
</table>

Y=Yes, N=No, P=Possible, depending on whether there is historical evidence of sensitivity to drug effects.
for all potential influences on the actual or apparent course of the disease other than those arising from the pharmacologic action of the test drug. In general, placebo-controlled trials seek to show a difference between treatments when they are studying effectiveness, but may also seek to show a lack of differences of specified size, in evaluating a safety measurement.

A placebo is a “dummy” treatment that appears as identical as possible to the test treatment with respect to physical characteristics such as color, weight, taste, and smell, or needle placement and injection of a solution in interventional pain management, but the treatment does not contain the same drug or procedure. There is a wide variety of designs that can be used successfully in placebo control – namely parallel or crossover designs, single fixed dose or titration in the active drug group, or several fixed doses. However, all placebos are not completely inactive. For example, some studies of interventional techniques described placebo controls in which sodium chloride solution was injected over a nerve root, into a joint, or into an epidural space or local anesthetic or other agents were injected exerting a significant effect (63-80). This may or may not impair the ability of the design to measure the specific effect of the test agent or procedure.

7.1.1 Minimizing the Bias

The placebo-controlled trial, using randomization and blinding, generally minimizes subject and investi-
gator bias. Such trials, however, are not impervious to blind-breaking through recognition of the pharmacologic effects of one treatment.

7.1.2 Ethical Issues

When a new treatment is tested for a condition for which no effect is known, there is usually no ethical problem with a study comparing the new treatment to placebo. However, when an effective treatment is available for various painful conditions with interventional techniques, use of a placebo control may raise problems of ethics, acceptability, and feasibility. A long-lasting placebo-controlled trial of 1 to 2 years or longer in an interventional pain management setting is not the same as a short-term placebo-controlled trial of a new antihypertensive agent or antidepressant agent in managing mild essential hypertension or depression with no end-organ disease, which may be considered generally acceptable.

7.1.3 Advantages

The major advantage of a randomized double-blind controlled trial is that when used to show effectiveness of a treatment, it is free of assumptions and reliance on external information. Placebo-controlled trials may also provide the maximum ability to distinguish adverse effects caused by a drug or procedure from those resulting from underlying disease or intercurrent illness. Further, a placebo-controlled trial contains internal evidence of assay sensitivity, lending to interpretation without reference to external findings when a difference is demonstrated.

Disadvantages of placebo-controlled trials include ethical concerns, patient and physician practical concerns, lack of generalizability, and lack of comparative information. When an effective therapy is known to prevent pain in a particular population, that population usually cannot be ethically studied in placebo-controlled trials. Thus, for interventional techniques, active control designs are the most ideal.

Physicians and/or patients may be reluctant to accept the possibility that the patient will be assigned to the placebo treatment, even if there is general agreement that withholding or delaying treatment will not result in harm. Further, it is unlikely that in interventional pain management, one can withhold treatment for pain relief and improvement of function on a long-term basis. In addition, patients also sense that they are not improving and withdraw from treatment because they attribute a lack of effect to having been treated with placebo, even though they are in an active group, complicating the analysis of the study, despite the use of intent-to-treat analysis.

Generalizability is an issue with randomized trials. A placebo-controlled trial essentially represents an artificial environment that gives results different from true “real world” effectiveness. Study populations in randomized trials may be unrepresentative of the patient populations because of ethical or practical concerns. Another practical problem is that it may be extremely difficult to get such studies approved by local institutional review boards (IRBs). However, it was concluded that participation in RCTs is not associated with greater risks than receiving the same treatment outside RCTs, challenging the assertion that the results of RCTs are not applicable to usual practice (190).

Placebo-controlled trials also fail to provide comparative effectiveness, information that is of importance and interest to patients and physicians in most circumstances. Such information cannot reliably be obtained from cross-study comparisons, as the conditions of the studies may have been quite different.

Finally, preferences, incentives, and disincentives to participation by clinicians and patients in RCTs have been described (191,192). King et al (191) in a systematic review of the effects of participants' and professionals' preferences in RCTs concluded that preferences significantly compromise the internal and external validity of trials. Rendell et al (192) concluded that the impact of factors varied across the studies. Thus, researchers need to be aware that aspects of the design and conduct of trials can affect clinicians' willingness to invite patients to participate.

7.1.4 Other Design Considerations

Ethical or practical limitations of placebo-controlled trials may be addressed by using modified study designs that still retain the inferential advantages of these trials. Placebo-controlled trials can also be made more informative by including additional treatment groups (Table 4 and Fig. 1).

7.2 Active (positive) Control

This type of trial is also considered as a pragmatic or practical clinical trial (10,12-14,163-165). In this design of active or positive controlled trial, patients are randomly assigned to the test treatment or to an active control treatment. Such trials are usually double-blind, but this is not always possible in certain circumstances. Active control trials can have 2 distinct objectives with
respect to showing efficacy, which include the demonstration of efficacy of the test treatment by showing it as good as a known effective treatment, or to show efficacy by showing superiority of the test treatment to the active control. They may also be used with the primary objective of comparing the efficacy and/or safety of the 2 treatments. Whether the purpose of the trial is to show efficacy of the new treatment or to compare 2 treatments, the question of whether the trial would be capable of distinguishing effective from less effective or ineffective treatments is critical.

A trial using any of the control types may demonstrate efficacy of the test treatment by showing that it is superior to the control. Further, an active control trial may, in addition, demonstrate efficacy in some cases by showing the new treatment to be similar in efficacy to a known effective treatment, thus, establishing the efficacy of the test treatment. However, this is only feasible when the active control treatment is effective under the conditions of the trial, as 2 treatments would also look similar if neither were effective in the trial.

7.2.1 Minimizing the Bias

A randomized, blinded, active control trial generally minimizes subject and investigator bias, but investigators and patients know that all patients are getting an active drug or intervention, although they do not know which one. Consequently, this could lead to a tendency toward categorizing borderline cases as successes in partially subjective evaluations.

7.2.2 Ethical Issues

Active controls are generally considered to pose fewer ethical and practical problems than placebo-controlled trials. Consequently, it should be appreciated that subjects receiving a new treatment are not receiving standard therapy (just as a placebo control group is not) and may be receiving an ineffective or even harmful drug or intervention.

7.2.3 Advantages

When a new treatment shows an advantage over an active control, the study is readily interpreted as showing efficacy, just as any other superiority trial is, assuming that the active control is not actually harmful. However, an active control may also be used to assess the comparative efficacy.

The major advantages of the active control design include ethical and practical advantages and larger samples. The active control design, whether intended to show non-inferiority, equivalence, or superiority, reduces ethical concerns that arise from failure to use drugs or interventions with documented important health benefits. Further, it addresses physician and patient concerns about failure to use documented effective therapy. In essence, this will facilitate IRB approval and also recruitment, leading to a study of larger samples. Further, there may be fewer withdrawals due to lack of effectiveness.

The disadvantages of active control trials include difficulty in quantitating safety outcomes, lack of direct assessment of effect size, and the requirement for large sample sizes.

7.4 No-treatment Control

In a no treatment-controlled trial, patients are randomly assigned to test treatment or to no study treatment. This design principally differs from the placebo control design in that subjects and investigators are not blind to the treatment assignment. Consequently, this design is useful only when it is difficult or impossible to double-blind. Further, the study designers must have reasonable confidence that study endpoints are objective and that the results of the trial are unlikely to be influenced by various factors intended to minimize the potential biases resulting from differences in management, treatment, or assessment of patients, or interpretation of results that could arise from subject or investigator knowledge of the assigned treatment. Some of these effects may be obviated by a blinded evaluator. Many of the interventions both in interventional pain management and surgery fall into this category (54,70-72, 126,161,162,193-203), which generally use usual treatment and compare it with an active intervention.

7.5 Dose-response Control

In the dose-response control design, subjects are randomized to one of the several fixed-dose groups. The intended comparison of this design is between the groups on their final dose. Consequently, subjects may be placed on either fixed dose initially or be raised to that dose gradually. Dose-response trials are usually double-blind. They may include a placebo (zero dose) and/or an active control. In this type of a trial, treatment groups are titrated to several fixed-concentration windows and this trial is conceptually similar to a fixed-dose, dose-response trial. In a dose-response controlled trial, patients are randomized to 2 or more
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doses of the study drug (e.g., 3 mg, 6 mg, or 12 mg of epidural betamethasone).

7.5.1 Minimizing the Bias
In a dose response control, if the study is blinded, bias is minimized similar to randomized and blinded designs. Consequently, when a drug or a procedure has effects that could break the blinding for some patients or investigators, it may be easier to preserve blinding in a dose-response study than in a placebo control trial.

7.5.2 Ethical Issues
The ethical and practical concerns related to a dose-response study are similar to those affecting placebo control trials. Consequently, when there is therapy known to be effective in preventing morbidity, it is no more ethically acceptable to randomize deliberately to subaffective control therapy than it is to randomize to placebo. However, in interventional pain management or surgery settings, this design may be acceptable.

7.5.3 Advantages
A blinded dose-response study is useful for the determination of efficacy and safety in situations where a placebo-controlled trial would be useful and has similar credibility. The other advantages include efficiency and possible ethical advantage. In this design, even though a comparison of a large, fully effective dose to placebo may be maximally efficient for showing efficacy, this design may produce unacceptable toxicity and gives no dose-response information. Thus, when the dose response is monotonic, the dose-response trial is reasonably efficient in showing efficacy and also yields dose-response information. Further, it may be more prudent to study a range of doses than to choose a single dose that may prove to be suboptimal or to have unacceptable adverse effects if the optimally effective dose is not known. Further, possible ethical advantages include the dose-related efficacy and dose-related important toxicity compared to a placebo-controlled trial.

The disadvantages of dose-response studies include the necessity to recognize that a positive dose-response trend without significant pair-wise differences may leave uncertainty as to which doses, other than the largest, are actually effective. In addition, no differences between doses in a dose-response study may be observed if there is no placebo group, which may lead to an uninformative outcome.

7.6 External Control
An externally controlled trial is one in which the control group consists of patients who are not part of the same randomized study as the group receiving the investigational agent or technique. Consequently, there is no randomized control group. The control group is thus derived from a different population than the treated population, such as a historical control. Even though the control group is a well-documented population of patients observed at an earlier time (historical control), it could be a group at another institution observed contemporaneously, or even a group at the same institution but outside the study. Baseline-controlled studies describe the patient as his or her own control, and they do not in fact have an internal control.

7.6.1 Minimizing the Bias
Inability to control bias is the major and well-recognized limitation of externally controlled trials and is sufficient in many cases to make the design unsuitable. It is difficult, and in some cases impossible, to establish comparability of the treatment and control group and thus to fulfill the major purpose of a control group.

7.6.2 Advantages
The main advantage of an externally controlled trial is that all patients can receive a promising drug or therapy, making the study more attractive to patients and physicians. Other advantages include that externally controlled trials are most likely to be persuasive when the study endpoint is objective, when the covariates influencing outcomes of the diseases are well characterized, and when the control closely resembles the study group in all known relevant baseline, treatment, other than the study procedure drug, and observational variables.

Disadvantages of externally controlled study groups are lack of blinding and observer and analyst bias, resulting in erroneous conclusions, despite all precautions.

8. How to Choose Control Groups?
In most cases, evidence of efficacy is most convincingly demonstrated by showing superiority to a control treatment. If a superiority trial is not feasible or is inappropriate for ethical or practical reasons, and if a defined treatment effect of the active control is regularly seen, as it is for multiple interventional techniques, a non-inferiority or equivalence trial can be
used and can be persuasive. Consequently, choosing the control group is important. Various choices of control demonstrate efficacy, whereas some designs also allow comparisons of test and control agents. However, the choice of control can be affected by the availability of therapies and by medical practice in specific regions.

9. Types Of Trials

Randomized trials may be double-blind, single-blind, or open.

9.1 Blinding

Clinical trials are often double-blind meaning that both subjects and investigators, as well as sponsor or investigator staff involved in the treatment or clinical evaluation of subjects, are unaware of each subject's assigned treatment. The main purpose of blinding is to ensure that subjective assessments and decisions are not affected by knowledge of the treatment assignment.

9.2 Double-blind Trial

In a double-blind trial, neither researcher nor patient is aware of allocation and intervention. Therefore, double-blind randomized trials tend to give the most accurate results.

Unlike allocation concealment, blinding may not always be appropriate or possible. Blinding is particularly important when outcome measures involve some subjectivity, such as assessment of pain, improvement in functional status, or cause of death. Lack of blinding in any trial can lead to other problems, such as attrition. In certain trials, especially interventional pain management or surgical trials, double-blinding is difficult or impossible; however, blinded assessment of outcome can often be achieved even in open trials (204,205).

Blinding is not limited to the caregiver and the patient. Blinding should extend to evaluators, monitors, and data analysts (206-208). Further, the blinding mechanism, similarity of characteristics of treatments, and explanation must be provided if care providers or evaluators were not blinded. The revised CONSORT statement for reporting randomized trials (108) states that authors frequently do not report whether or not blinding was used, and when blinding is specified, details are often missing (130,208-211). Blinding in its methodologic sense appears to be understood worldwide and is acceptable for reporting clinical trials (204,212).

The description of the mechanism used for blinding may provide such an assurance of successful blinding, which can sometimes be evaluated directly by asking participants, caregivers, and outcome assessors which treatment they think they received (213). However, if participants do successfully identify their assigned intervention more often than expected by chance, it may not mean that the blinding was unsuccessful (108). Based on clinical outcome clinicians are likely to assume, though not always correctly, that a patient who had a favorable outcome was more likely to have received the active intervention rather than control. If the active intervention is indeed beneficial, their “guesses” would be likely to be better than those produced by chance (214).

Evaluators of the literature and studies may misinterpret the effectiveness of blinding. Carragee et al (37) criticized blinding in the study conducted by Lord et al (66). The Task Force reported that blinding was in doubt, as 42% of the active group developed long-term anesthetic or dysesthetic areas of skin and none of the control developed changes. They stated that these changes revealed the treatment assigned in nearly half of the active treatment group. Lord et al (66) were unable to avoid such an issue and in fact, this is a problem with any of the sham procedures in interventional pain management. Dreyfuss and Baker (98) stated that Lord et al (66) maintained blinding of subjects admirably well and the evidence of difficulty of performing such a study is demonstrated by an extremely limited number of published sham studies involving an invasive treatment. Even then, Carragee et al (215) maintained their criticism.

9.3 Single-blind Trial

In a single-blind trial, the researcher knows the details of the treatment, but the patient does not. Because the patient does not know which treatment is being administered, there might be no placebo effect. In practice, since the researcher knows, it is possible for him to treat the patient differently or to subconsciously hint to the patient important treatment-related details, thus influencing the outcome of the study.

9.4 Open Trial

In an open trial, the researcher and the patient know the full details of the treatment.
10. Randomization in Clinical Trials

Randomization procedure and allocation concealment are 2 processes involved in randomizing patients to different interventions. Randomization procedure refers to generating a random and unpredictable sequence of allocations which may be a simple random assignment of patients to any of the groups at equal probabilities or it may be a complex design (Fig. 2) (96).

10.1 Randomization Procedures

Multiple issues to consider in generating the randomization sequences (216) include balance, selection bias, and accidental bias. Balance refers to the fact that it is desirable for the randomization procedure to generate similarly-sized groups, since most statistical tests are most powerful when the groups being compared have equal sizes. Selection bias refers to the fact that investigators may be able to infer the next group assignment by guessing which of the groups has been assigned the least up to that point, which essentially breaks allocation concealment and can lead to bias in the selection of patients for enrollment in the study. Accidental bias refers to bias generated by covariates that are related to the outcomes which are ignored in the statistical analysis. This potential magnitude of the bias, if any, will depend on the randomization procedure.

10.1.1 Random Allocation Sequence

Participants should be assigned to comparison groups in the trial on the basis of a chance random allocation (process characterized by unpredictability). The method used to assign treatments or other interventions to trial participants is a crucial aspect of the clinical trial design. Random assignment is the preferred method as it has been successfully used in trials for more than 50 years (17-19). Randomization has 3 advantages (217): first, it eliminates bias in assignment of treatments; second, random allocation facilitates blinding (218); and third, random assignment permits the use of probability theory to express the likelihood that any difference in outcome between intervention groups merely reflects chance (219). Thus, preventing selection and confounding biases is the most important advantage of randomization (220).

There are many methods of sequence generation available that are considered adequate. It has been found that only 32% of reports published in specialty journals (221) and 48% of reports in medical journals (222) specified an adequate method of randomization. Randomization is of 2 types: simple randomization and restricted randomization.

10.1.2 Simple Randomization

Randomization based on a single sequence of random assignments is known as simple randomization (96,223). The most common and basic method of simple randomization is flipping a coin, as originally described by Fisher in 1926 (17). However, in the modern world, a random number table found in a statistics book or computer-generated random numbers can also be used for simple randomization of participants.

The disadvantages of simple randomization include an unequal distribution in each group. By chance alone, the smaller the sample size, the larger the likelihood of a major imbalance in the number of patients or the baseline characteristics in each group (224,225). This disadvantage will happen when flipping a coin or odd and even numbers are utilized. In small trials or in larger trials with planned in-term analysis, simple randomization can result in imbalanced group numbers. Even if the groups have equal numbers, there can be important differences in baseline characteristics that would distort the apparent treatment effect (41).

Simple randomization can also result in chronological bias in which one treatment is predominantly assigned earlier and the other later in trial (226). However, chronologic bias is only important with new procedures in which an investigator gains experience as time passes.

10.1.3 Restricted Randomization

Restricted randomization describes any procedure to control the randomization to achieve balance between groups in size or characteristics. This is achieved by blocking, stratification, or covariate adaptation.

10.1.3.1 Blocking

Blocking is used to ensure close balance of the numbers in each group at any time during the trial. After a block of every 10 participants was assigned, for example, 5 would be allocated to each arm of the trial and after a block of every 20 participants
Fig. 2. Flow chart for selecting appropriate randomization technique (the gray boxes represent appropriate techniques). Adapted and modified from Kang M et al. Issues in outcomes research: An overview of randomization techniques for clinical trials. J Athl Train 2008; 43:215-221 (96).
was assigned, 10 would be allocated to each arm of the trial (223). However, improved balance comes at the cost of reducing the unpredictability of the sequence. Even though the order of interventions varies randomly within each block, a person running a trial could deduce some of the next treatment allocations if they discovered the block size (224). Blinding the interventions, using larger block sizes, and randomly varying the block size can ameliorate this problem.

Even though the balance in sampling may be achieved with this method, groups may be generated that are rarely comparable in terms of certain covariates (227-229). It has been observed that one group may have more participants with secondary diseases such as comorbid medical conditions that could confound the data and may negatively influence the results of the clinical trial (96). The importance of controlling for these covariates due to the serious consequences to the interpretation of the results has been stressed (230). Hence, in small trials, sample size and covariates must be balanced, since imbalance could introduce bias in the statistical analysis and reduce the power of the study (225,229,231).

10.1.3.2 Stratification

An imbalance may weaken the trial’s credibility (227) if the trial is small and study groups are not well matched per baseline characteristics, such as age and stage of the disease. Such imbalances can be avoided without sacrificing the advantages of randomization. Consequently, stratification ensures that the numbers of participants receiving each intervention are closely balanced with each stratum.

Stratified randomization is achieved by performing a separate randomization procedure within each of the 2 or more subsets of participants based on certain characteristics such as age, smoking, or disease severity. Stratification by center is common in multicenter trials and stratification requires blocking within the strata. However, without blocking, it is ineffective.

Stratified randomization, which is a relatively simple and useful technique, specifically for smaller clinical trials, may become complicated to implement if multiple covariates must be controlled (232-238). Since stratified random allocation is carried out by blocks used to control the covariates of sex (male and female) or body mass index (3 levels – normal weight, underweight, overweight); between study arms, with these 2 covariates, possible block combinations total 6. However, if covariates are increased, they would be multiplied. Thus, too many block combinations may lead to imbalances in overall treatment allocations because a large number of blocks can generate small participant numbers within the block.

10.1.3.3 Covariate Adaptive Randomization

Covariate adaptive randomization has been recommended by many researchers as a valid alternative randomization method for clinical trials (41,96,239). When treatment assignment is based on patient characteristics, the adaptive randomization procedure, also known as minimization, assigns the next treatment to minimize any imbalance in prognostic factors among previously enrolled patients. For the computer algorithm to run, minimization should be limited to larger trials (240).

Multiple types of covariate adaptive randomizations have been described (95,230,233, 239,241-250). Even though covariate adaptive randomization produces less imbalance than other conventional randomization methods and can be used successfully to balance important covariates among control and treatment groups (229), these approaches are made controversial by losing predictability and being susceptible to bias.

10.1.4 Randomized Designs Incorporating Preferences

Randomized trials may incorporate patient and physician preferences. These designs avoid failure to enroll patients into surgical or interventional RCTs based on lack of preferences or serve as a theoretical threat to validity (41,251-256). Similarly, there could be a problem of variation between the physician skill and preference, resulting in expertise bias (226).

10.1.4.1 Patient Preference Trials

Multiple designs are available for patient preference trials (253,254,257). Patients randomized to their preferred treatment can perform better because of increased compliance or placebo effect, and patients randomized to their non-preferred treatment can perform worse (255). This issue may be resolved by measuring baseline patient preferences and mathematically adjusting for the interaction between preference and treatment, but, this approach may increase sample size (256). Other solutions include modification of
trial designs to incorporate patient preferences using multiple designs (191,253,254,257-260).

Even though patient preference trials are an alternative to RCTs, the downsides include the potential for additional differences between treatment groups other than preference and increased sample size requirements or costs to complete a trial (255,257).

10.1.4.2 Physician Preferred Trials
Physician preferred or expertise-based trials differ from a conventional RCT because physicians perform only the procedure at which they believe they are most skilled. Proponents of this technique argue that expertise-based trials minimize bias resulting from differences in technical competency and physician preference, decrease crossover from one intervention to the other, and can be more ethical than conventional RCTs (226). However, these types of RCTs present challenges in coordinating trials in which there are few experts for one or both procedures, changing physicians after the initial patient contact, or generalizing the results to physicians with less expertise (226).

10.2 Allocation Concealment
Allocation concealment is a technique used to prevent selection bias by concealing the allocation sequence from those assigning participants to intervention groups, until the moment of assignment. Allocation concealment prevents researchers from influencing which participants are assigned to a given intervention group, either unconsciously, or otherwise. In practice, in taking care of individual patients, clinical investigators may often find it difficult to maintain impartiality. Breaking allocation concealment in RCTs is much more problematic because in principle the randomization should have minimized such biases. Great care for allocation concealment must go into the clinical trial protocol and be reported in detail in the publication. Studies (261,262) have found that not only do most publications not report their concealment procedure; most of the publications that do not report also have unclear concealment procedures in the protocols. A general allocation schedule with using allocation concealment minimizes bias. The decision to accept or reject a participant should be made and an informed consent should be obtained from the participant, in ignorance of the next assignment in the sequence (263-265).

10.2.1 Methods of Allocation Concealment
Some standard methods of ensuring allocation concealment for interventional techniques include:
- Central randomization
- Pharmacy controlled
- Sequentially numbered, opaque, sealed envelopes (SNOSE)
- Sequentially numbered containers

Table 5 illustrates generation and implementation of a random sequence of treatments adapted from the CONSORT statement for reporting randomized trials (108). Kunz et al (110) in a Cochrane collaboration evaluation of randomization to protect against selection bias in health care trials concluded that on average, non-randomized trials and randomized trials with inadequate concealment of allocation tend to result in larger estimates of effect than randomized trials with adequately concealed allocation. Further, they were unable to predict the magnitude, or even the direction of possible selection biases in consequent distortions of treatment effects. However, not using concealed random allocation may also result in smaller estimates or even a reversal of the direction of Table 5.

<table>
<thead>
<tr>
<th>Generation</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preparation of the random sequence</td>
<td>Enrolling participants</td>
</tr>
<tr>
<td></td>
<td>Assessing eligibility</td>
</tr>
<tr>
<td></td>
<td>Discussing the trial</td>
</tr>
<tr>
<td></td>
<td>Obtaining informed consent</td>
</tr>
<tr>
<td></td>
<td>Enrolling patient in trial</td>
</tr>
<tr>
<td>Preparation of an allocation system (such as coded bottles or envelopes), preferably designed to be concealed from the person assigning participants to groups</td>
<td>Ascertaining treatment assignment (such as by opening the next envelope)</td>
</tr>
<tr>
<td></td>
<td>Administering intervention</td>
</tr>
</tbody>
</table>

the effect (from harmful to beneficial or vice versa).

11. OUTCOMES

Many instruments and procedures have been developed to assess the impact of chronic pain on the quality of life (266-284). The available instruments include measures evaluating the disease-specific disability (269), general pain measures (270,279), or broader measures associated with health and illness (271,283). The disease-specific measures, Oswestry Disability Index (ODI), Roland-Morris Disability Questionnaire (RDQ), and Neck Pain Disability Index (NDI) have emerged as the most commonly recommended condition-specific outcome measures for spinal disorders (271-276).

11.1 Pain Intensity Scales and Assessment of Pain

Even though uniquely subjective and highly variable, reduction in chronic pain and intensity is frequently employed as a primary outcome in RCTs. Assessment of pain intensity and reduction with interventions is considered to have both face validity and intuitive appeal (284) even though pain measurement scales and their properties, what constitutes clinically meaningful change, how responders are defined, and the manner in which pain is assessed have potentially problematic aspects to consider. Thus, pain measurements are challenged for numerous reasons – subjectivity, underlying etiology, external practice influencing pain perception, variable measurement tools, and understanding what constitutes a clinically meaningful pain reduction. Because of pain’s subjective and multidimensional nature, interpreting the results of RCTs with chronic pain outcomes presents challenges. Since pain is perceived differently (285), heterogeneous responses to interventions must be considered. While there are numerous aspects to the choice and application of rating scales, 2 widely used scales in RCTs include the visual analog scale (VAS) and numeric rating scale (NRS) (286).

One systematic review of the literature (284) found a high degree of methodological heterogeneity that precludes comparisons across studies for either NRS or VAS (291-307). There were 4 studies evaluating low back pain with NRS (291,294-296) and 3 using VAS (291,302,303). It was opined that the body of evidence does not permit conclusions about the magnitude of change in either NRS or VAS pain scales that is clinically significant among chronic pain patients.

VAS has been used for more than 80 years (308), however, approximately 10% of individuals may have difficulty completing a VAS to assess pain intensity (309,310). VAS scales have been described on a scale of 0-100 mm or 0-10 cm. VAS scores tend to be better suited for parametric analyses (311).

NRS assesses pain intensity or other attributes, using a 0 to 10, 0 to 20, or even 0 to 100 point scale (286,291,294-296). Zero is referenced as no pain and the extreme by descriptors similar to those employed in a VAS. NRS is used more widely than VAS. The ratio properties were utilized in many clinical studies (66,70-79,312-338).

11.1.1 Clinical Versus Statistical Significance

It is important to acknowledge that statistical significance and clinical significance are not necessarily equivalent. A treatment may produce a statistically significant change, and yet be clinically meaningless (339).

The reliability of change index (RCI) is used to calculate the difference between pre- and post-treatment scores and then to divide this difference by a standard error of measure that includes not only the standard deviation of the measure, but also its reliability coefficient (339). The RCI values that result can be referenced to the normal distribution, and values that exceed 1.96 are unlikely (p <0.05) unless an actual change in scores occurs between pre- and post-treatment assessment. When the absolute value of RCI exceeds 1.96, the improvement is considered to have reliably occurred at the alpha level of 0.05. That is, changes that exceed this magnitude can be considered to be reflecting more than the normal measurement of fluctuations that occur with repeated testing with a measure that has less-than-perfect reliability. Hence, it is deemed to be clinically significant.

Farrar et al (340) evaluated differences in pain scores by multiple methodologies including: absolute pain intensity difference (PID) (0-10 scale), percent-

age pain intensity difference (PID%) (0-100% scale), pain relief (PR) — 0 (none), 1 (slight), 2 (moderate), 3 (lots), 4 (complete), sum of the pain intensity difference (SPID) (over 60 min), percentage of maximum total pain relief (% max TOTPAR) (over 60 min), and global medication performance 0 (poor), 1 (fair), 2 (good), 3 (very good), 4 (excellent)). The best cut-off point for both the % Max TOTPAR and the PID% was 33%. The best cut-off points for the absolute scales were absolute pain intensity difference of 2, pain relief of 2 (moderate), and SPID of 2 (340).

The responsiveness of the NRS in a broad population of patients with various musculoskeletal conditions has been investigated and the (minimal clinically important difference [MCID]) has been identified to be 2 points (292). Additionally, in a patient population with low back pain, the scales also showed an MCID of 2 points (294).

Two of the statistical methods are the effect size (ES) statistic and the RCI.

The ES statistic is a method whereby mean differences between pretreatment and post-treatment scores can be standardized to quantify an intervention’s effect in units of standard deviation (SD). It is therefore independent of measuring units and can be used to compare outcomes (341). ES statistics are widely used to assess the magnitude of treatment-related changes over time and can be applied both to group data and to data recorded from a single patient (342).

The RCI is similar to the ES statistic in that it calculates mean differences between pretreatment and posttreatment scores but divides the difference by a standard error of measure that includes not only the SD of the measure but also its reliability coefficient. RCI values can be referenced to the normal distribution, and values that exceed 1.96 are unlikely (P ≤ .05) unless an actual and reliable change has occurred (339).

To assess a patient’s own impressions of change, the Patient’s Global Impression of Change (PGIC), a tool which was a global scale from “much better” through “no change” to “much worse” is commonly used (Table 6) (292,341,343). Since patients themselves make a subjective judgment about the meaning of the change to them following treatment, this scale is often taken as the external criterion or “gold standard” of clinically important change (292).

### 11.1.3 General Pain Measures

The Multidimensional Pain Inventory (MPI) and the McGill Pain Questionnaire (MPQ) are considered the most commonly used pain-specific assessment instruments (270,279,344-348). Both instruments have been validated and widely used.

### 11.2 Quality of Life

Chronic pain may affect physical and emotional functioning directly as well as indirectly, affecting the quality of life adversely. Physical functioning is not commonly reported in randomized trials, whereas pain intensity is invariably reported (349). However, the importance of quality of life improvement can never be underestimated (350).

Quality of life and functional status improvement is evaluated by many available tests. Most commonly utilized measures include Short-Form-36 (SF-36) (283), ODI (272), RDQ (274), and the NDI (275).

<table>
<thead>
<tr>
<th>Table 6. Patient’s Global Impression of Change (PGIC) scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Since beginning treatment at this clinic, how would you describe the change (if any) in ACTIVITY LIMITATIONS, SYMPTOMS, EMOTIONS and OVERALL QUALITY OF LIFE, related to your painful conditions (check ONE box).</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
</tbody>
</table>

While all these instruments are considered as objective evaluations, they all depend on subjective information.

11.2.1 Short Form-36

The SF-36 is a multipurpose, short-form health survey with 36 questions. It yields an 8-scale profile of functional health and well-being scores, as well as psychometrically-based physical and mental health summary measures and a preference-based health utility index (283). It is a generic measure, as opposed to one that targets a specific age, disease, or treatment group.

Studies of validity from many types of research have yielded content, concurrent, criterion, construct, and predictive evidence of validity. The SF-36 has been shown to be sensitive to change (351,352) and able to differentiate between treatment responders and non-responders (353,354). It has been used as a validation tool in the development of new disease-specific instruments (355,356), including a pain-specific tool (356,357).

11.2.2 Oswestry Disability Index (ODI)

The ODI is the most commonly used condition specific outcome measure for assessment of low back pain with its development in 1976 and publication of the questionnaire in 1980 (269) with wide dissemination since 1981 (272). In 2000, Fairbank and Pynsent (272) reviewed the role of ODI 20 years after the introduction. During these years, numerous versions have been published, along with advances in understanding of the instrument. ODI 2.0 is the commonly utilized version in the United States in interventional pain management settings. Table 7 illustrates questions and the scoring of ODI 2.0.

11.2.2.1 Scoring

The standard scoring method, as shown in Table 8 can be used in most circumstances.

11.2.2.2 Validity and Reliability

ODI has been evaluated in normal populations and multiple other conditions including spondylolisthesis, primary back pain, psychiatric patients, idiopathic scoliosis, neurogenic claudication, chronic back pain, sciatica, neck pain, and other conditions, with severe and minor symptoms. The studies have shown face and content validity, test-retest stability, and internal consistency with validation by comparison with other tests. The ODI has been shown to have a moderate correlation with pain measures such as MPQ (279,358) and the VAS (359). It has been used to validate the Pain Disability Index (PDI) (359-361), the Low Back Outcome Score (LBOS) (362), functional capacity evaluations (363), SF-36 (364) as a predictor of return to work (365,366), and it has been evaluated as a predictor of isokinetic performance (367), isometric endurance (368), pain with sitting and standing (but not lifting) (369), prediction for centralization by the McKenzie system of evaluation (370), and multiple physical tests (371), except range of movement (372). The ODI has a linear correlation with disability, and thus, a person with a score of 40 is twice as disabled as one with a score of 20. Consequently, it is assumed that disability can be viewed as a continuum from “non-disabled” to “severely disabled.” Thus, the change has been expressed as a percent of the original score, arguing that it is better to shift a patient from 20% to 10% than to go from 60% to 50% (373). Another approach in reporting is to aggregate the index into several categories, originally, 5 levels of the score were suggested (0% - 20%, 21% - 40%, 41% - 60%, 61% - 80%, 81% - 100%). Some investigators have used this system to categorize their patients (374-376). However, others have divided their patient population into 2 groups above and below a criterion, such as 40% (70-72,377).

11.2.2.3 Clinically Significant Change

The U.S. Food and Drug Administration (FDA) have chosen a minimum 15-point change in patients who undergo spinal fusion before surgery and at follow-up. Others have described a change of 4 points as the minimum difference in mean scores between the groups that carried clinical significance.

The change in the total score and change in components of the ODI have been investigated. Sources of error include inconsistencies in the answering of a questionnaire, the natural fluctuations of symptoms, as well as clinical improvements.

The ODI has been directly compared with RDQ in several studies. The 2 scales correlate. However, the ODI tends to score higher than RDQ; thus, it is likely that the ODI is better at detecting change in the more seriously disabled patients, whereas RDQ may well have an advantage in patients with minor disability (272).

11.2.3 Roland-Morris Disability Questionnaire (RDQ)
Table 7. Questions and the scoring of Oswestry Disability Index (ODI) 2.0.

<table>
<thead>
<tr>
<th>Section 1: Pain Intensity</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I have no pain at the moment</td>
<td>0</td>
</tr>
<tr>
<td>☐ The pain is very mild at the moment</td>
<td>1</td>
</tr>
<tr>
<td>☐ The pain is moderate at the moment</td>
<td>2</td>
</tr>
<tr>
<td>☐ The pain is fairly severe at the moment</td>
<td>3</td>
</tr>
<tr>
<td>☐ The pain is very severe at the moment</td>
<td>4</td>
</tr>
<tr>
<td>☐ The pain is the worst imaginable at the moment</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 6: Standing</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I can stand as long as I want without extra pain</td>
<td>0</td>
</tr>
<tr>
<td>☐ I can stand as long as I want but it gives me extra pain</td>
<td>1</td>
</tr>
<tr>
<td>☐ Pain prevents me from standing for more than 1 hour</td>
<td>2</td>
</tr>
<tr>
<td>☐ Pain prevents me from standing for more than 30 minutes</td>
<td>3</td>
</tr>
<tr>
<td>☐ Pain prevents me from standing for more than 10 minutes</td>
<td>4</td>
</tr>
<tr>
<td>☐ Pain prevents me from standing at all</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 2: Personal Care (eg. washing, dressing)</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I can look after myself normally without causing extra pain</td>
<td>0</td>
</tr>
<tr>
<td>☐ I can look after myself normally but it causes extra pain</td>
<td>1</td>
</tr>
<tr>
<td>☐ It is painful to look after myself and I am slow and careful</td>
<td>2</td>
</tr>
<tr>
<td>☐ I need some help but can manage most of my personal care</td>
<td>3</td>
</tr>
<tr>
<td>☐ I do not get dressed, wash with difficulty and stay in bed</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 7: Sleeping</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ My sleep is never disturbed by pain</td>
<td>0</td>
</tr>
<tr>
<td>☐ My sleep is occasionally disturbed by pain</td>
<td>1</td>
</tr>
<tr>
<td>☐ Because of pain I have less than 6 hours sleep</td>
<td>2</td>
</tr>
<tr>
<td>☐ Because of pain I have less than 4 hours sleep</td>
<td>3</td>
</tr>
<tr>
<td>☐ Pain prevents me from sleeping at all</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 3: Lifting</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I can lift heavy weights without extra pain</td>
<td>0</td>
</tr>
<tr>
<td>☐ I can lift heavy weights but it gives me extra pain</td>
<td>1</td>
</tr>
<tr>
<td>☐ Pain prevents me lifting heavy weights off the floor but I can manage if they are conveniently placed eg. on a table</td>
<td>2</td>
</tr>
<tr>
<td>☐ Pain prevents me lifting heavy weights but I can manage light to medium weights if they are conveniently positioned</td>
<td>3</td>
</tr>
<tr>
<td>☐ I can only lift very light weights</td>
<td>4</td>
</tr>
<tr>
<td>☐ I cannot lift or carry anything</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 8: Sex Life (if applicable)</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ My sex life is normal and causes no extra pain</td>
<td>0</td>
</tr>
<tr>
<td>☐ My sex life is normal but causes some extra pain</td>
<td>1</td>
</tr>
<tr>
<td>☐ My sex life is nearly normal but is very painful</td>
<td>2</td>
</tr>
<tr>
<td>☐ My sex life is severely restricted by pain</td>
<td>3</td>
</tr>
<tr>
<td>☐ My sex life is nearly absent because of pain</td>
<td>4</td>
</tr>
<tr>
<td>☐ Pain prevents any sex life at all</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 4: Walking</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ Pain does not prevent me walking any distance</td>
<td>0</td>
</tr>
<tr>
<td>☐ Pain prevents me from walking more than 2 kilometres</td>
<td>1</td>
</tr>
<tr>
<td>☐ Pain prevents me from walking more than 1 kilometre</td>
<td>2</td>
</tr>
<tr>
<td>☐ Pain prevents me from walking more than 500 metres</td>
<td>3</td>
</tr>
<tr>
<td>☐ I can only walk using a stick or crutches</td>
<td>4</td>
</tr>
<tr>
<td>☐ I am in bed most of the time</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 9: Social Life</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ My social life is normal and gives me no extra pain</td>
<td>0</td>
</tr>
<tr>
<td>☐ My social life is normal but increases the degree of pain</td>
<td>1</td>
</tr>
<tr>
<td>☐ Pain has no significant effect on my social life apart from limiting my more energetic interests e.g. sport</td>
<td>2</td>
</tr>
<tr>
<td>☐ Pain has restricted my social life and I do not go out as often</td>
<td>3</td>
</tr>
<tr>
<td>☐ Pain has restricted my social life to my home</td>
<td>4</td>
</tr>
<tr>
<td>☐ I have no social life because of pain</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 5: Sitting</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I can sit in any chair as long as I like</td>
<td>0</td>
</tr>
<tr>
<td>☐ I can only sit in my favourite chair as long as I like</td>
<td>1</td>
</tr>
<tr>
<td>☐ Pain prevents me sitting more than one hour</td>
<td>2</td>
</tr>
<tr>
<td>☐ Pain prevents me from sitting more than 30 minutes</td>
<td>3</td>
</tr>
<tr>
<td>☐ Pain prevents me from sitting more than 10 minutes</td>
<td>4</td>
</tr>
<tr>
<td>☐ Pain prevents me from sitting at all</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 10: Travelling</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I can travel anywhere without pain</td>
<td>0</td>
</tr>
<tr>
<td>☐ I can travel anywhere but it gives me extra pain</td>
<td>1</td>
</tr>
<tr>
<td>☐ Pain is bad but I manage journeys over two hours</td>
<td>2</td>
</tr>
<tr>
<td>☐ Pain restricts me to journeys of less than one hour</td>
<td>3</td>
</tr>
<tr>
<td>☐ Pain restricts me to short necessary journeys under 30 minutes</td>
<td>4</td>
</tr>
<tr>
<td>☐ Pain prevents me from travelling except to receive treatment</td>
<td>5</td>
</tr>
</tbody>
</table>

Randomized Controlled Trials

Table 8. Scoring system for Oswestry Disability Index (ODI).


Similar to ODI (272), RDQ (274,378) has been used in a wide variety of situations over many years and is available in a number of languages as a condition-specific health status measure for low back pain. RDQ (274) is a health status measure designed to be completed by patients to assess physical disability due to low back pain. It was designed for use in research as an outcome measure for clinical trials, but has also been found useful for monitoring patients in clinical practice (378). The RDQ was derived from the Sickness Impact Profile (SIP) (379), which is a 136 item health status measure covering all aspects of physical and mental function. Of these, 25 items relating specifically to physical functions that were likely to be affected by low back pain were selected. The RDQ focuses on a limited range of physical functions, which include walking, bending over, sitting, lying down, dressing, sleeping, self-care, and daily activities as illustrated in Table 9. Since these functions are chosen specifically for low back pain, the scoring system does not permit or require a non-applicable response. Further, the statements in the RDQ focus almost exclusively on physical function, with only one question on mood. Some aspects of physical function are not explicitly included, for example, lifting and twisting or turning.

11.2.3.1 Scoring

Patients completing the RDQ are asked to place a check mark beside a statement if it applies to them that day. Consequently, this approach emphasizes short-term changes in response to treatment. The RDQ score is calculated by adding up the number of items checked. Items are not weighted. The scores therefore range from 0 (no disability) to 24 (maximum disability). Although designed for administration on paper, the RDQ has also been satisfactorily administered on computer and by telephone (378). The RDQ is short, simple to complete, and readily understood by the patient.

11.2.3.2 Reliability and Validity

The limited range of RDQ is considered both a strength and weakness in its content validity. The questionnaire covers only a limited range of the problems that a patient with back pain may face and, in particular, does not address psychological or social problems. Consequently, it is essential to combine RDQ with specific measures of other issues including psychological or social problems. It has been stated that the restricted nature of the domains covered by the RDQ is a strength, as it makes the scores easy to understand and interpret (378).

In assessing the construct validity, RDQ scores correlate well with other measures of physical function, including the physical subscales of SF-36, the SIP (379-382), the Quebec Back Scale (383), the ODI (384,385), and pain ratings (303). However, it shows only modest correlation with direct measures of physical function (380,386,387), which is in common with other self-reported disability measures.

RDQ has been shown to have good psychometric properties, evidenced by internal consistency and responsiveness (378). Reproducibility in chronic low back pain, when evaluated 39 days apart, has been shown to be 0.72 (382).

11.2.3.3 Clinically Significant Change

It has been suggested that the smallest change likely to be clinically significant lies between 2.5 and
Table 9. The Roland-Morris Disability questionnaire (RDQ).

<table>
<thead>
<tr>
<th>Sentence</th>
<th>Yes/No</th>
</tr>
</thead>
<tbody>
<tr>
<td>I stay at home most of the time because of the pain in my back.</td>
<td>☐</td>
</tr>
<tr>
<td>I change position frequently to try and make my back comfortable.</td>
<td>☐</td>
</tr>
<tr>
<td>I walk more slowly than usual because of the pain in my back.</td>
<td>☐</td>
</tr>
<tr>
<td>Because of the pain in my back, I am not doing any of the jobs that I usually do around the house.</td>
<td>☐</td>
</tr>
<tr>
<td>Because of the pain in my back, I use a handrail to get upstairs.</td>
<td>☐</td>
</tr>
<tr>
<td>Because of the pain in my back, I lie down to rest more often.</td>
<td>☐</td>
</tr>
<tr>
<td>Because of the pain in my back, I have to hold on to something to get out of a reclining chair.</td>
<td>☐</td>
</tr>
<tr>
<td>Because of the pain in my back, I ask other people to do things for me.</td>
<td>☐</td>
</tr>
<tr>
<td>I get dressed more slowly than usual because of the pain in my back.</td>
<td>☐</td>
</tr>
<tr>
<td>I only stand up for short periods of time because of the pain in my back.</td>
<td>☐</td>
</tr>
<tr>
<td>Because of the pain in my back, I try not to bend or kneel down.</td>
<td>☐</td>
</tr>
<tr>
<td>I find it difficult to get out of a chair because of the pain in my back.</td>
<td>☐</td>
</tr>
<tr>
<td>My back hurts most of the time.</td>
<td>☐</td>
</tr>
<tr>
<td>I find it difficult to turn over in bed because of the pain in my back.</td>
<td>☐</td>
</tr>
<tr>
<td>My appetite is not very good because of the pain in my back.</td>
<td>☐</td>
</tr>
<tr>
<td>I have trouble putting on my socks (or stockings) because of the pain in my back.</td>
<td>☐</td>
</tr>
<tr>
<td>I only walk short distances because of the pain in my back.</td>
<td>☐</td>
</tr>
<tr>
<td>I sleep less because of the pain in my back.</td>
<td>☐</td>
</tr>
<tr>
<td>Because of the pain in my back, I get dressed with help from someone else.</td>
<td>☐</td>
</tr>
<tr>
<td>I sit down for most of the day because of the pain in my back.</td>
<td>☐</td>
</tr>
<tr>
<td>I avoid heavy jobs around the house because of the pain in my back.</td>
<td>☐</td>
</tr>
<tr>
<td>Because of the pain in my back, I am more irritable and bad tempered with people.</td>
<td>☐</td>
</tr>
<tr>
<td>Because of the pain in my back, I go upstairs more slowly than usual.</td>
<td>☐</td>
</tr>
<tr>
<td>I stay in bed most of the time because of the pain in my back.</td>
<td>☐</td>
</tr>
</tbody>
</table>

Source: www.rmdq.org

5 points. However, this may vary depending on the level of disability of the patients (378). Stratford et al (388) suggest that minimal clinically important change (MCIC) in scores is 1 to 2 points for patients with little disability, 7 to 8 points for patients reporting high levels of disability, and 5 points in unselected patients. Others (381) have suggested a change of 2 to 3 points as the MCID for a 23-item version of RDQ. It has been suggested that for sample size calculations for clinical trials, the changes in scores of 2 to 3 points on the RDQ be used since setting the MCID as high as 5 in designing a clinical trial would risk underpowering the trial because fewer patients are needed if a trial is designed on the basis of a large change in score.  

11.2.3.4 Oswestry Disability Index vs. Roland-Morris Disability Questionnaire

RDQ and ODI are similar in many aspects (378). However, a greater proportion of patients score in the top half of the distribution of RDQ scores than in the top half of ODI scores (389), but at high levels of disability, the ODI may still show change when RDQ scores are maximal. At the other end of the scale, RDQ scores may still discriminate when ODI scores are at a minimum (390). Consequently, it has been recommended by Roland and Fairbank (378) to use ODI in
patients who are likely to have persistent severe disability and the RDQ in patients who are likely to have relatively little disability.

The RDQ and ODI scores are highly correlated with similar test-retest reliability and internal consistency (390,391). It has been found that the properties of the 2 instruments were very similar in discriminating power, including ability to detect change over time (385). However, some have reported that the ODI performs better (384) or the reverse (392), or that the result depends on the exact composition being made (391). In a recent evaluation (393) responsiveness of the ODI and the RDQ, for patients with mild to moderate low back pain and disability, the ODI was the most responsive measure for patients with mild to moderate low back pain disability.

In summary, the RDQ and ODI are simple methods of self-rated assessments of physical function in patients with low back pain. Since the majority of the patients in interventional pain management do suffer with moderate to severe disability, ODI may be more appropriate than RDQ.

11.2.4 Neck Pain Disability Index

The NDI developed by Vernon and Mior (275) was derived from the ODI and has been validated in several study populations (277,394-398). It consists of 10 items referring to various activities and pain with 6 possible answers for each item. The score of each item varies between 0 and 5, resulting in a total score of 0 to 50. Table 10 illustrates the NDI and scoring. One of the strengths of the NDI is that it has been validated against multiple measures of function, pain, and clinical signs/symptoms (276).

11.2.4.1 Validity and Reliability

Concurrent criterion validity was established by a correlation coefficient of 0.6 between the NDI and the VAS evaluating overall improvement (276). The correlation coefficient with the MPQ is 0.7 (279). It was also shown that a single item (pain intensity) and the total NDI score were the only significant predictors of pain scores. It was concluded that both NDI and NRS exhibit fair to moderate test-retest reliability in patients with mechanical neck pain with adequate responsiveness (398). However, the MCID required to be certain that the change in scores has surpassed a level that could be contributed to measurement error for the NDI was twice that which was previously being reported.

A significant correlation between the NDI and both physical and mental health components of SF-36 has been identified (399). Sensitivity to change was further substantiated by calculating the effect sizes for change scores of both the NDI and SF-36 (400). Moderate reliability and construct validity of NDI and patients specific functional scale in patients with cervical radiculopathy has also been illustrated (401).

11.2.4.2 Scoring

The NDI is scored using a percentage of the maximal pain and disability score. The items are organized by type of activity and followed by 6 different assertions expressing progressive levels of functional capacity, similar to ODI.

11.2.4.3 Clinically Significant Change

Studies have been published evaluating neck pain, effect sizes, and standard response means, minimal detectable change (MDC), and MCIC (277,292,294,401-403). Adequate responsiveness in patients with mechanical neck pain has been shown (398); however, the MCID required to be certain that the change in scores has surpassed a level that could be contributed to measurement error for the NDI was twice that which has previously been reported. Others (277,403) identified the MDC as 5 points or 10% change.

11.3 Minimal Clinically Important Difference (MCID)

MCID was defined as, “… the smallest difference in score in the domain of interest which patients perceive as beneficial and which would mandate, in the absence of troublesome side effects and excessive cost, a change in the patient’s management” (388,404). Test responsiveness refers to the ability of a test to detect clinically important change over time. Thus, it is crucial to distinguish between the responsiveness as a test property and the MCID as a quantity useful in interpreting study results.

MCIC was preferred by others (295) for the change of health status and the term MCID to indicate differences between patients. Estimating the MCIC of relevant outcomes measures enables a comparison between interventions on the patient level. Linking the MCIC to economic evaluations may contribute to the relevance and interpretability of these studies. Several reviews and studies have presented a clear overview of the different methods to assess MCIC and provided some priorities for future research (405-410).

12. Data Presentation and Analysis

Understanding of research methods in the mod-
Table 10. Questions and scoring of Neck Pain Disability Index (NDI).

<table>
<thead>
<tr>
<th>Section 1: Pain Intensity</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I have no pain at the moment</td>
<td>0</td>
</tr>
<tr>
<td>☐ The pain is very mild at the moment</td>
<td>1</td>
</tr>
<tr>
<td>☐ The pain is moderate at the moment</td>
<td>2</td>
</tr>
<tr>
<td>☐ The pain is fairly severe at the moment</td>
<td>3</td>
</tr>
<tr>
<td>☐ The pain is very severe at the moment</td>
<td>4</td>
</tr>
<tr>
<td>☐ The pain is the worst imaginable at the moment</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 6: Concentration</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I can concentrate fully when I want to with no difficulty.</td>
<td>0</td>
</tr>
<tr>
<td>☐ I can concentrate fully when I want to with slight difficulty.</td>
<td>1</td>
</tr>
<tr>
<td>☐ I have a fair degree of difficulty in concentrating when I want to.</td>
<td>2</td>
</tr>
<tr>
<td>☐ I have a lot of difficulty in concentrating when I want to.</td>
<td>3</td>
</tr>
<tr>
<td>☐ I have a great deal of difficulty in concentrating when I want to.</td>
<td>4</td>
</tr>
<tr>
<td>☐ I cannot concentrate at all.</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 2: Personal Care (eg. washing, dressing)</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I can look after myself normally without causing extra pain</td>
<td>0</td>
</tr>
<tr>
<td>☐ I can look after myself normally but it causes extra pain</td>
<td>1</td>
</tr>
<tr>
<td>☐ It is painful to look after myself and I am slow and careful</td>
<td>2</td>
</tr>
<tr>
<td>☐ I need some help but can manage most of my personal care</td>
<td>3</td>
</tr>
<tr>
<td>☐ I need help every day in most aspects of self-care</td>
<td>4</td>
</tr>
<tr>
<td>☐ I do not get dressed, wash with difficulty and stay in bed</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 7: Work</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I can do as much work as I want to.</td>
<td>0</td>
</tr>
<tr>
<td>☐ I can only do my usual work, but no more.</td>
<td>1</td>
</tr>
<tr>
<td>☐ I can do most of my usual work, but no more.</td>
<td>2</td>
</tr>
<tr>
<td>☐ I cannot do my usual work.</td>
<td>3</td>
</tr>
<tr>
<td>☐ I can hardly do any work at all.</td>
<td>4</td>
</tr>
<tr>
<td>☐ I cannot do any work at all.</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 3: Lifting</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I can lift heavy weights without extra pain</td>
<td>0</td>
</tr>
<tr>
<td>☐ I can lift heavy weights but it gives me extra pain</td>
<td>1</td>
</tr>
<tr>
<td>☐ Pain prevents me lifting heavy weights off the floor but I can manage if they are conveniently placed eg. on a table</td>
<td>2</td>
</tr>
<tr>
<td>☐ Pain prevents me lifting heavy weights but I can manage light to medium weights if they are conveniently positioned</td>
<td>3</td>
</tr>
<tr>
<td>☐ I can only lift very light weights</td>
<td>4</td>
</tr>
<tr>
<td>☐ I cannot lift or carry anything</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 8: Driving</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I can drive my car without any neck pain.</td>
<td>0</td>
</tr>
<tr>
<td>☐ I can drive my car as long as I want with slight pain in my neck.</td>
<td>1</td>
</tr>
<tr>
<td>☐ I can drive my car as long as I want with moderate pain in my neck.</td>
<td>2</td>
</tr>
<tr>
<td>☐ I cannot drive my car as long as I want because of moderate pain in my neck.</td>
<td>3</td>
</tr>
<tr>
<td>☐ I can hardly drive at all because of severe pain in my neck.</td>
<td>4</td>
</tr>
<tr>
<td>☐ I cannot drive my car at all.</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 4 - Reading</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I can read as much as I want to with no pain in my neck.</td>
<td>0</td>
</tr>
<tr>
<td>☐ I can read as much as I want to with slight pain in my neck.</td>
<td>1</td>
</tr>
<tr>
<td>☐ I can read as much as I want to with moderate pain in my neck.</td>
<td>2</td>
</tr>
<tr>
<td>☐ I cannot read as much as I want because of moderate pain in my neck.</td>
<td>3</td>
</tr>
<tr>
<td>☐ I cannot read as much as I want because of severe pain in my neck.</td>
<td>4</td>
</tr>
<tr>
<td>☐ I cannot read at all.</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 9: Sleeping</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I have no trouble sleeping.</td>
<td>0</td>
</tr>
<tr>
<td>☐ My sleep is slightly disturbed (less than 1 hour sleepless).</td>
<td>1</td>
</tr>
<tr>
<td>☐ My sleep is mildly disturbed (1-2 hours sleepless).</td>
<td>2</td>
</tr>
<tr>
<td>☐ My sleep is moderately disturbed (2-3 hours sleepless).</td>
<td>3</td>
</tr>
<tr>
<td>☐ My sleep is greatly disturbed (3-5 hours sleepless).</td>
<td>4</td>
</tr>
<tr>
<td>☐ My sleep is completely disturbed (5-7 hours).</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 5: Headaches</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I have no headaches at all.</td>
<td>0</td>
</tr>
<tr>
<td>☐ I have slight headaches which come infrequently.</td>
<td>1</td>
</tr>
<tr>
<td>☐ I have moderate headaches which come infrequently.</td>
<td>2</td>
</tr>
<tr>
<td>☐ I have severe headaches which come frequently.</td>
<td>3</td>
</tr>
<tr>
<td>☐ I have headaches almost all the time.</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Section 10: Recreation</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>☐ I am able to engage in all of my recreational activities with no neck pain at all.</td>
<td>0</td>
</tr>
<tr>
<td>☐ I am able to engage in all of my recreational activities with some pain in my neck.</td>
<td>1</td>
</tr>
<tr>
<td>☐ I am able to engage in most, but not all of my recreational activities because of pain in my neck.</td>
<td>2</td>
</tr>
<tr>
<td>☐ I am able to engage in a few of my recreational activities because of pain in my neck.</td>
<td>3</td>
</tr>
<tr>
<td>☐ I can hardly do any recreational activities because of pain in my neck.</td>
<td>4</td>
</tr>
<tr>
<td>☐ I cannot do any recreational activities at all.</td>
<td>5</td>
</tr>
</tbody>
</table>

Note: The score of each item varies between 0 (no pain and no functional limitation) and 5 (worst pain and maximal limitation) resulting in a total score of 0 (no disability) to 50 (totally disabled)

Source: www.srisd.com/NDI.pdf
ern day environment in evaluation of EBM, along with statistical techniques used to assist in drawing conclusions is essential. However, the methods of statistical inference in current use are not “evidence-based” and thus have contributed to a widespread misconception (411). The misperception is that absent any consideration of biological plausibility and prior evidence, statistical methods can provide a number that by itself reflects a probability of reaching erroneous conclusions. It is believed that this has damaged the quality of scientific reasoning and discourse, primarily by making it difficult to understand how the strength of evidence in a particular study can be related to and combined with the strength of other evidence.

Statistical methods are important in comparing groups for determination of sample size, outcomes, and additional analysis. Multiple deficiencies have been described in the publication of medical statistics (132,411-414).

12.1 Sample Size

For scientific and ethical reasons the sample size for a trial needs to be planned carefully, with a balance between clinical and statistical considerations. Ideally, a study should be large enough to have a high probability (power) of detecting a statistically significant clinically important difference of a given size if such a difference exists. The size of effect deemed important is inversely related to the sample size necessary to detect it; that is, large samples are necessary to detect small differences (108). Elements of the sample size calculation include the estimated outcomes in each group (which implies the clinically important target difference between the intervention groups), type I and type II error levels and the standard deviation (SD) of the measurements for continuous outcomes (415).

It has been widely stated that reports of studies with small samples frequently include the erroneous conclusion that the intervention groups do not differ, when too few patients were studied to make such a claim (416). Reviews of published trials have consistently found that a high proportion of trials have very low power to detect clinically meaningful treatment effects (417,418). However, in reality, small but clinically valuable true differences are likely, which require large trials to detect (419). The median sample size was 54 patients in 196 trials in arthritis (211), 46 patients in 73 trials in dermatology (130), and 65 patients in 2000 trials in schizophrenia (13). Many reviews have found that few authors report how they determined the sample size (13,130,135,222); however, there is little merit in calculating the statistical power once the results of the trial are known as the power is then appropriately indicated by confidence intervals (CIs) (417).

In interventional pain management studies, a sample size of 50 in the smallest group has been considered to be appropriate (Table 2) (28). For interventional techniques, in the methodologic quality assessment, a sample size of 50 or less patients in the smallest group will lose – 17% of the total points available.

12.1.1 Determination of Sample Size

In interventional pain management, sample size determinations are essential to demonstrate the existence of a difference or relationship, as well as the estimated magnitude of the relationship in a clinical trial. The sample size calculations are based on significance tests, using the power of a test to help choose the sample size required to detect a difference if it exists. The power of a test is related to the postulated difference in the population, the standard error of the sample difference, and the significance level. These quantities are linked by an equation which enables us to determine any of them given the others.

12.1.2 Parameter Definition

An appropriate sample size generally depends on 5 study design parameters (415,420,421). These are 1) minimum expected difference or the effect size, 2) estimated measurement variability, 3) desired statistical power, 4) significance criterion, and 5) whether a one- or two-tailed statistical analysis is planned.

12.1.2.1 Minimum Expected Difference

This parameter is the smallest measured difference between comparison groups that the investigator would like the study to detect (420). As the minimum expected difference is made smaller, the sample size needed to detect statistical significance increases. The setting of this parameter is subjective and is based on clinical judgment and experience with the problem being investigated. The results of pilot studies or a literature review can guide the selection of a reasonable minimum difference.

12.1.2.2 Estimated Measurement Variability

This parameter is represented by the expected SD in
the measurements made within each comparison group (420). As statistical variability increases, the sample size needed to detect the minimum difference increases. If preliminary data are not available, this parameter may have to be estimated on the basis of subjective experience, or a range of values may be assumed. A separate estimate of measurement variability is not required when the measurement being compared is a proportion (in contrast to a mean), because the SD is mathematically derived from the proportion.

12.1.2.3 Statistical Power

Statistical power is the power that is desired from the study. Power is increased as sample size increases. While high power is always desirable, there is an obvious trade-off with the number of individuals that can feasibly be studied, given the usually fixed amount of time and resources available to conduct a study. The statistical power is customarily set to a number greater than or equal to 0.80 in RCTs. However, many clinical trial experts now are advocating a power of 0.90 (420).

12.1.2.4 Significance Criterion

This parameter is the maximum $P$ value for which a difference is to be considered statistically significant. As the significance criterion is decreased (made more strict), the sample size needed to detect the minimum difference increases. The significance criterion is customarily set to 0.05.

12.1.2.5 One- or Two-Tailed Statistical Analysis

Generally it is not known whether or one- or two-tailed statistical analysis is performed. In a few cases, it may be known before the study that any difference between comparison groups is possibly in only one direction. In such cases, use of one-tailed statistical analysis, which would require a smaller sample size for detection of the minimum difference than would a two-tailed analysis, may be considered. Two-tail analysis is most commonly performed.

12.1.2.6 Unequal Numbers in Each Group

For a given total sample size, the maximum power is achieved by having equal numbers of subjects in 2 groups. However, in some clinical trials, the numbers of subjects taking one treatment may have to be limited, so to achieve the necessary power one has to allocate more patients to the other treatment (422). If one were to maintain the same sample size as calculated for a 1:1 ratio but then allocated in the ratio 2:1, the loss in power would be quite small (around 5%) (415). However, if the allocation ratio is allowed to exceed 2:1 with the same total sample size, the power falls very quickly (a loss of around 25% in power for a ratio of 5:1) and consequently, a considerably larger total sample size is required to maintain a fixed power with an imbalanced study than with a balanced one.

12.1.2.7 Minimizing the Sample Size

Multiple strategies have been described for minimizing the sample size (423). These include use of continuous measurements instead of categories, more precise measurements, paired measurements, unequal group sizes, and expanding the minimum expected difference. In interventional pain management, continuous measurements are commonly utilized. Thus, statistical tests that incorporate the use of continuous values are mathematically more powerful than those used for proportions, given the same sample size. In addition, in interventional pain management, precision can be increased by simply repeating the measurement. However, equations are more complex for studies involving repeated measurements in the same individuals (424).

The sample size may also be minimized by using paired measurements such as paired $t$-tests which are mathematically more powerful for a given sample size than are unpaired tests. Because of the paired tests, each measurement is matched with its own control. The additional power and reduction sample size are due to the SD being smaller for changes within individuals than for overall differences between groups of individuals. Thus, studies with long-term follow-up provide higher statistical power with a smaller sample size.

Utilizing unequal group sizes may also assist in minimizing the sample size. Even though, it is statistically most efficient if the 2 groups are equal in size, there is still benefit gained by studying more individuals, even if the additional individuals all belong to one of the groups. However, more complex equations are necessary for calculating sample sizes when comparing means and proportions of unequal group sizes (425-429).

Finally, the expansion of the minimum expected difference that has been specified, especially if the planned study is a preliminary one, can significantly minimize the sample size. The results of a preliminary study could be used to justify a more ambitious follow-up study of a larger number of individuals and a smaller minimum difference.
12.1.2.8 Estimating Sample Sizes and Power

The task of calculating sample size and power requires clinical knowledge, detailed knowledge of the measurement tools, and statistical knowledge. The steps for experimental studies are first, determine the null hypothesis and either a one- or two-tailed alternative hypothesis, second, select an appropriate statistical test, third, choose a reasonable effect size (and variability), fourth, set an $\alpha$ (alpha) and $\beta$ (beta), and fifth, use the appropriate table or formula to estimate sample size (423).

12.1.2.8.1 Hypotheses

Hypotheses are needed in studies that will use tests of statistical significance to compare findings among groups. They also help to focus on the primary objective of the study.

A null hypothesis is the formal basis for testing statistical significance, indicating no association between the predictor and the outcome variable.

In contrast, the proposition that there is an association is called the alternative hypothesis. This cannot be tested directly; it is accepted by exclusion if the test of statistical significance rejects the null hypothesis.

A one-tailed alternative hypothesis specifies the direction of the association between the predictor and outcome variables. For example, the prediction that more pain relief will be experienced by patients receiving local anesthetic alone than those receiving local anesthetic and steroid is a one-tailed hypothesis. A two-tailed hypothesis states only that an association exists. A one-tailed hypothesis has the statistical advantage of permitting a smaller sample size than a two-tailed hypothesis. A two-tailed hypothesis states only that an association exists. In contrast, a one-tailed hypothesis has the statistical advantage of permitting a smaller sample size than a two-tailed hypothesis, but it is not often appropriate and should be used with caution.

Hypotheses are also needed in studies which seek to measure the strength of the linear association between 2 continuous variables.

12.1.2.8.2 Statistical Tests

Variables are either continuous, discrete, or categorical. Continuous variables can take on any value within a defined range of values, and measurement is possible within whole units and fractional parts of units, e.g., age, height, weight. Discrete variables deal only with whole numbers, they can take on only certain definite and separate values, e.g., number of employees in an organization, number of receptionists on duty at a time. Categorical variables are further classified as nominal (unordered) or ordinal (ordered), and according to whether or not they are dichotomous (only 2 categories, e.g., sex).

The t-test is commonly used to determine whether the mean value of a continuous outcome variable in one group differs significantly from that in another group. The t-test assumes the distribution (spread) of the variable in the 2 groups approximates a normal (bell-shaped) curve.

12.1.2.8.3 Effect Size and Variability

Generally, data from other studies or pilot tests can be used to make an informed guess. If these are not available, researchers need to choose the smallest effect that would be clinically meaningful.

If using continuous data, variability of the response will also need to be estimated. Variability is determined by estimating the SD. This will necessitate looking at historical data derived under similar conditions, or when there is no such data, undertaking a pilot study.

Statistical tests depend on being able to show a difference between the groups being compared. The greater the variability (or spread) in the outcome variable among the subjects, the more likely it is that the values in the groups will overlap, and the more difficult it will be to demonstrate an overall difference between them.

12.1.2.8.4 $\alpha$, $\beta$, and power

The probability of a type I error (i.e., rejecting the null hypothesis when it is actually true) is called $\alpha$ (alpha), or the “level of statistical significance.” The probability of a type II error (failing to reject the null hypothesis when it is actually false) is called $\beta$ (beta). Ideally $\alpha$ and $\beta$ would be set at zero, eliminating the possibility of false-positive and false-negative results. In practice they are made as small as possible.

The quantity $[1 - \beta]$ is called power. If $\beta$ is set at 0.10, then a 10% chance of missing an association of a given effect size is accepted. This represents a power of 0.90, i.e. 90% chance of finding an association of that size if it exists.

Many studies set arbitrary values: $\alpha$ at 0.05, and $\beta$ at 0.20 (a power of 0.80). When data are analyzed, statistical tests determine the $P$ value - the probability of obtaining the study results by chance if the null hypothesis is true. The null hypothesis is rejected in favor of its alternative if the $P$ value is less than the predetermined level of statistical significance.
12.1.2.8.5 Estimating Sample Size

Table 11 illustrates factors that affect sample size calculations (430).

12.1.2.8.6 An Example

The research objective is to compare 2 types of caudal epidural injections either with local anesthetic alone or with local anesthetic and steroid in the treatment of low back pain with or without lower extremity pain. The outcome variable used is that of NRS reduction after 12 months. A previous study has reported the mean NRS reduction is 4.6 with a standard deviation 1.46. The objective is to detect a difference of 25% or more in NRS between the 2 treatment groups. How many patients are required in each group ("local anesthetic and steroid") at \( \alpha \) (2-tailed) = 0.05 and power = 0.80 (\( \beta = 0.20 \))?

1. \( H_0 = \) Both groups "local anesthetic and steroid" have the same reduction in NRS
2. \( H_1 = \) local anesthetic group is inferior to steroid treatment
3. Efficacy size = 1.15 (25% of 4.6)
4. Standardized effect size (SE) = effect size / standard deviation
   Standardized effect size =1.15/1.46 = 0.79 \( \equiv 0.8 \)
5. \( \alpha = 0.05 \) and \( \beta = 0.20 \) (power = 80%)

Looking across from a standardized effect size 0.8 in the leftmost column of Table 12, and down from \( \alpha \) (two-tailed) = 0.05 and \( \beta = 0.20 \), 26 patients are required per group.

If \( \alpha = 0.05 \) and \( \beta = 0.10 \) (power = 90%)

Looking across from a standardized effect size 0.8 in the leftmost column of Table 12, and down from \( \alpha \) (two-tailed) = 0.05 and \( \beta = 0.10 \), 34 patients are required per group.

Table 12 illustrates sample size required per group when using a t-test to compare means of continuous variables.

12.1.2.8.7 Power

The power of a statistical test is the probability that the test will reject a false null hypothesis (that it will not make a type II error). As power increases, the chances of a type II error decrease. The probability of a type II error is referred to as the false negative rate (\( \beta \)). Therefore power is equal to 1 − \( \beta \).

Power analysis can either be done before (a priori) or after (post hoc) data is collected. A priori power analysis is conducted prior to the research study, and is typically used to determine an appropriate sample size to achieve adequate power. Post-hoc power analysis is conducted after a study has been completed, and uses the obtained sample size and effect size to determine what the power was in the study, assuming the effect size in the sample is equal to the effect size in the population.

12.2 Statistical Methods

Data can be analyzed in many ways, some of which may not be strictly appropriate in a particular situation. Almost all methods of analysis yield an estimate of the treatment effect, which is a contrast between the outcomes and the comparison groups. In addition, 95% CIs for the estimated effect is essential as it indicates a range of uncertainty for the true treatment effect. Study findings can also be assessed in terms of their statistical significance. The \( P \) value represents the probability that the observed data could have arisen by chance when the interventions did not differ. Ac-
Randomized Controlled Trials

12.2.1 Parametric vs. Non-Parametric Statistics

Typically used parametric tests are t-tests, as well as Analysis of Covariance (ANCOVA), whereas Mann-Whitney is the non-parametric alternative. When the data are sampled from a normal distribution, the t-test has very slightly higher power than Mann-Whitney. However, when data are sampled from any one of a variety of non-normal distributions, Mann-Whitney is superior, often by a large amount.

Parametric as well as non-parametric statistics are utilized in the analysis of randomized trials (449). Altman (450) states that “parametric methods require the observations within each group to have an approximately normal distribution . . . if the raw data do not satisfy these conditions . . . a non-parametric method should be used.” Further, introductory statistics textbooks typically advise against the use of parametric methods, such as the t-test for the analysis of randomized trials unless data approximate to a normal distribution. In addition, it has been stated that, parametric methods are applicable examples if the sample size suitably large: “for reasonably large samples (say, 30 or more observations in each sample) . . . the t-test may be computed on almost any set of continuous data (451).”

The rationale for recommending non-parametric over parametric methods, unless certain conditions are met, is rarely made explicit (449). However, techniques for statistical inference from randomized trials

<table>
<thead>
<tr>
<th>One-sided $\alpha$ = 0.05</th>
<th>0.10</th>
<th>0.20</th>
<th>Two-sided $\alpha$ = 0.05</th>
<th>0.10</th>
<th>0.20</th>
<th>0.05</th>
<th>0.10</th>
<th>0.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>E/S $\beta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>3,565</td>
<td>2,978</td>
<td>2,338</td>
<td>2,600</td>
<td>2,103</td>
<td>1,571</td>
<td>2,166</td>
<td>1,714</td>
</tr>
<tr>
<td>0.15</td>
<td>1,586</td>
<td>1,325</td>
<td>1,040</td>
<td>1,157</td>
<td>935</td>
<td>699</td>
<td>963</td>
<td>762</td>
</tr>
<tr>
<td>0.20</td>
<td>893</td>
<td>746</td>
<td>586</td>
<td>651</td>
<td>527</td>
<td>394</td>
<td>542</td>
<td>429</td>
</tr>
<tr>
<td>0.25</td>
<td>572</td>
<td>478</td>
<td>376</td>
<td>417</td>
<td>338</td>
<td>253</td>
<td>347</td>
<td>275</td>
</tr>
<tr>
<td>0.30</td>
<td>398</td>
<td>333</td>
<td>262</td>
<td>290</td>
<td>235</td>
<td>176</td>
<td>242</td>
<td>191</td>
</tr>
<tr>
<td>0.40</td>
<td>225</td>
<td>188</td>
<td>148</td>
<td>164</td>
<td>133</td>
<td>100</td>
<td>136</td>
<td>108</td>
</tr>
<tr>
<td>0.50</td>
<td>145</td>
<td>121</td>
<td>96</td>
<td>105</td>
<td>86</td>
<td>64</td>
<td>88</td>
<td>70</td>
</tr>
<tr>
<td>0.60</td>
<td>101</td>
<td>85</td>
<td>67</td>
<td>74</td>
<td>60</td>
<td>45</td>
<td>61</td>
<td>49</td>
</tr>
<tr>
<td>0.70</td>
<td>75</td>
<td>63</td>
<td>50</td>
<td>55</td>
<td>44</td>
<td>34</td>
<td>45</td>
<td>36</td>
</tr>
<tr>
<td>0.80</td>
<td>58</td>
<td>49</td>
<td>39</td>
<td>42</td>
<td>34</td>
<td>26</td>
<td>35</td>
<td>28</td>
</tr>
<tr>
<td>0.90</td>
<td>46</td>
<td>39</td>
<td>21</td>
<td>34</td>
<td>27</td>
<td>21</td>
<td>28</td>
<td>22</td>
</tr>
<tr>
<td>1.00</td>
<td>38</td>
<td>32</td>
<td>26</td>
<td>27</td>
<td>23</td>
<td>17</td>
<td>23</td>
<td>18</td>
</tr>
</tbody>
</table>

*E/S is the standardized effect size, computed as E (expected effect size) divided by S (standard deviation of the outcome variable). To estimate the sample size, read across from the standardized effect size, and down from the specified values of $\alpha$ and $\beta$ for the required sample size in each group.

can only fail in one of 2 ways, either by inappropriately rejecting the null hypothesis of no difference between groups (false-positive or type I error) or inappropriately failing to reject the null hypothesis (false-negative or type II error). Consequently, Vickers (449) recommends that any recommendation to favor one technique over another must be based on the relative rates of type I or type II errors. The empirical statistical research has clearly demonstrated that the t-test does not inflate type I (false-positive error) except in 5% of the time (452). Thus, concern over the relative advantages of parametric and non-parametric methods is focused on type II errors or false-negative results (453-456).

Where an endpoint is measured at baseline and again at follow-up, the t-test is not the recommended parametric method. Instead, ANCOVA, where a baseline score is added as a covariate in a linear regression, has been shown to be more powerful than the t-test (424,457-459).

12.2.2 The P Value

The P value is defined as the probability, under the assumption of no effect or no difference (the null hypothesis) of obtaining a result equal to or more extreme than what was actually observed (Fig. 3) (411). As shown in Fig. 3, the bell-shaped curve represents the probability of every possible outcome under the null hypothesis, both $\alpha$ (the type I error rate) and the $P$ value are “tail areas” under this curve. The tail area for $\alpha$ is set before the experiment and a result can fall anywhere within it. The $P$ value tail area is known only after the result is observed, and, by definition, the result will always lie on the border of that area (411).

Fisher (460) proposed a $P$ value as an informed index to be used as a measure of discrepancy between the data and null hypothesis. Fisher also suggested that it be used as a part of the fluid, non-quantifiable process of drawing conclusions from observations, a process that included combining the $P$ value in some unspecified way with background information.

Most researchers and readers think that a $P$ value of 0.05 means that the null hypothesis has a probability of only 5%. However, this may be an unfortunate misinterpretation of the $P$ value (459-464). A $P$ value of 0.05 represents that there is a 95% or greater chance

![Fig. 3. Illustration of a bell-shaped curve representing the probability of every possible outcome under the null hypothesis](image-url)
that the null hypothesis is correct. While this is an understandable, but categorically wrong interpretation because the $P$ value is calculated on the assumption that the null hypothesis is true, it cannot therefore be a direct measure of the probability that the null hypothesis is false. Thus, this error may reinforce the mistaken notion that the data alone can tell the probability that a hypothesis is true (411).

The most powerful criticism of the $P$ value was that it was a measure of evidence that did not take into account the size of the observed effect. When the $P$ value was proposed, some scientists and statisticians attacked the logical basis and practical utility (465,466). A small effect in a study with large sample size can have the same $P$ value as a large effect in a small study. This criticism is the foundation for the emphasis on CIs rather than $P$ values (467-470).

The chance factor ($P$ value) set arbitrarily at 5% or 0.5 and accepted as the standard is also called $\alpha$. However, if $\alpha$ is set too high at 10% or 0.1, the risk of making an “$\alpha$ error” increases when the difference exists, which could be that the difference was due to a chance. Further, if $\alpha$ is set too low, the risk of missing a difference exists (471). The possibility of concluding that a difference does not exist when it does is called a “$\beta$ error.” By conversion, a $\beta$ of 0.2 or 20% is thought to be the minimum needed. Consequently, researchers are more willing to risk making a $\beta$ error (incorrectly concluding that a difference does not exist), then they are making an $\alpha$ error by incorrectly concluding that a difference does exist.

Generally it is believed that standard statistical methods are a great improvement over the chaos that preceded them and that they have proved enormously useful in practice (472-474).

12.2.3 Confidence Intervals

The CIs, along with $P$ values, are crucial to determine the likelihood that a difference in a study is due to chance. Consequently, citing CIs is becoming more frequent and some journals do not accept manuscripts unless CIs are cited.

CIs are far from a panacea (411). In essence, CIs embody many of the same problems that afflict current methods, albeit in a subtler form (475). The most important drawback of CIs is that they offer no mechanism to unite external evidence with that provided by an experiment. Thus, CIs are a not a solution to the most serious problem created by frequentist methods, even though they are a step in the right direction (411).

If an article concludes no difference was found, the manuscript should describe the level of certainty (power with which they can make a conclusion). If a statistical difference is seen, then by definition there was a sufficient power. If the power is really high with a huge sample size compared with the number actually needed so that the power is 99% or so, statistical differences can be seen even when very small real clinical differences exist with narrow CIs. This means the difference is likely to be real and not due to chance, but the question remains if the difference is clinically significant.

12.2.4 Hypothesis Tests

Neyman and Pearson (476) thought Fisher’s $P$ value was an incomplete answer to the problem of developing an inferential method. In their hypothesis test, the authors pose 2 hypotheses: a null hypothesis indicating a statement that there is a null effect, and an alternative hypothesis, which is usually the opposite of the null hypothesis indicating that there is a non-zero effect (411). However, the researchers risk 2 types of errors – behaving as though 2 therapies differ when they are actually the same, committing either a type I error or a type II error. However, these errors can be calculated with mathematical formulas deductively and therefore objectively. In practice, this reports only whether or not the results were statistically significant and acting in accordance with that verdict, which may be considered profoundly non-scientific, even though this is often held up as a paradigm of the scientific methodology (411). Hypothesis testing is described as equivalent to a system of justice that is not concerned with which individual defendant is found guilty or innocent, but tries instead to control the overall number of incorrect verdicts.

12.2.5 Subgroup Analysis

Subgroup analysis and additional analysis are important in clinical trials (435-444). Subgroup analysis means any evaluation of treatment effects for a specific endpoint in some groups of patients are defined by baseline characteristics. Such analysis, which assesses the heterogeneity of treatment effects in subgroups of patients, may provide useful information for the care of patients and for future research (435). However, subgroup analysis also introduces analytic challenges and can lead to overstated and misleading results (436-442). Further, the subgroup analysis requires an appropriate statistical method for assessing the heterogeneity of treatment effects among the
levels of a baseline variable begins with a statistical test for interaction (232,443-444). There have been multiple subgroup analyses performed in interventional pain management (65,69,444-448). van Wijk et al (445), in a study which appeared elegant and technically competent, described radiofrequency denervation of lumbar facet joints in the treatment of chronic low back pain. They concluded that the combined outcome measure and VAS showed no difference between radiofrequency and sham, though in both groups, significant VAS improvement occurred. The study was riddled with multiple flaws, but even then, in a subgroup analysis (445) concluded that there was substantial pain reduction. Karppinen et al (65) in a study of lumbar transforaminal epidural steroid injections showed negative results; however, in a subgroup analysis of the same data (69), they showed that steroid injections produced significant treatment effects and short-term improvement with cost benefits. However, Manchikanti et al (447,448) described difficulties in the subgroup analysis of psychological characteristics and age on the diagnosis of facet joint pain.

Subgroup analysis can be wrong in 2 ways. First, they can falsely indicate their treatment is beneficial in a particular subgroup when the trial shows no overall effect – the situation in which subgroup analysis is most commonly done (477-481). Simulations of RCTs power to determine the overall effect of treatment suggests that false subgroup effects will be noted by chance in 7% to 21% of analyses depending on other factors, which is seen more commonly in 41% to 66% of the simulated subgroups (479). Thus, the benefit is most likely to be absent in small subgroups, which probably explains the recurrent and usually mistaken finding that treatments are ineffective in subgroups, who tend to be under-represented in RCTs.

Some investigators avoid the issue of multiplicity of testing by tabulating the observed outcomes for the subgroups of interest without undertaking any formal statistical analysis (482). Further, the common practice of performing subgroup-specific tests of treatment effect is flawed in that it is testing the wrong hypothesis (483). The hypothesis that should be tested is whether the treatment effect in a subgroup is significantly different from that in the overall population. The appropriate test to use when analyzing heterogeneity of responses among subgroups are interaction tests (439,479), for which multiple examples are available (483,484). Given the risks of false-positive findings when multiple subgroup analyses are performed, it is not surprising if a subgroup-specific test shows a significant (P < 0.05) or suggestive (P = 0.05 to P = 0.10) effect of treatment, even when the trial failed to do so overall (439,441).

13. Design Of Protocol And Reporting

RCTs today are usually conducted using an elaborate set of rules and procedures (108,109). The details for conducting the study are defined in the study protocol. In addition, for any controlled trial, prior to the beginning of the trial, the investigation must be reviewed by an IRB to evaluate the quality of the study design, the ethics of conducting the study, and the safeguards provided for patients, including a review of the informed consent statement. Further, informed consent also must be reviewed for compliance under the Health Insurance Portability and Accountability Act (HIPAA) regulations required to ensure the confidentiality of study data. In addition, all controlled trials must be registered with the U.S. National Institutes of Health Clinical Trial Registry of the United States at www.clinicaltrials.gov.

A study must be design based on the CONSORT statement for reporting randomized trials as illustrated in Table 1 (108). The CONSORT statement was developed to alleviate the problem of inadequate reporting of RCTs (108). An extension of the CONSORT recommendations to non-inferiority and equivalence trials was also developed (109). Most RCTs aim to determine whether an intervention is effective. By contrast, equivalence trials (485) aim to determine whether one intervention is therapeutically similar to another (109). A non-inferiority trial seeks to determine whether a treatment is no worse than the reference treatment (109).

The investigative team also should consider methodologic quality criteria utilized for assessment as described in Table 2 (28). It is essential to provide high quality, well-designed, and properly executed RCTs eligible for publication and utilized in systematic reviews and guideline preparation as high quality trials. It has been repeatedly shown that critical appraisal of the quality of clinical trials of the design, conduct, and analysis of RCTs is far from being transparent, incomplete, and confounded by poor methodology (108).

The CONSORT statements provide checklists and flow diagrams that authors can use for reporting RCTs (108,109). Checklists of items to include when report-
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Fig. 4. Revised template of the CONSORT (Consolidated Standards of Reporting Trials) diagram showing the flow of participants through each stage of a randomized trial.
ing randomized trials are shown in Table 1. Figure 4 shows the revised template of the CONSORT diagram showing the flow of participants through each stage of a randomized trial.

13.1 Title and Abstract

The title should illustrate clearly the allocation. It is recommended that superiority or equivalence trials and open trials should be titled in a manner that it is understood.

The structured abstract must provide a series of headings pertaining to the design, conduct, and analysis of a trial with standardized information appearing under each heading (108,109,486). It has been shown that structured abstracts are of higher quality than the more traditional descriptive abstracts (487), and they also allow readers to find information more easily (488).

Authors should address in detail conflicts of interest, and provide full information about extent of industry involvement.

13.2 Introduction

The introduction includes the scientific background and an explanation of rationale. Typically, it includes free-flowing text, without a structured format, in which the authors explain the scientific background of the context and scientific rationale for their trial. In general, a rationale is of 2 types, either explanatory or pragmatic. Pragmatic is to guide practice by comparing the clinical effects of 2 alternative treatments, whereas explanatory is with a placebo group. The introduction should provide an appropriate explanation for how the intervention might work and the research involving people should be based on a thorough knowledge of the scientific literature (489,490). Ideally, the need for a new trial should be justified and also reference to previous systematic reviews or similar trials should be made.

In reporting of non-inferiority and equivalence randomized trials, the rationale for using a non-inferiority or equivalence design also must be described.

13.3 Methods

Methods include a description of the eligibility criteria for participants; the settings and the locations where the data were collected; precise details of the interventions intended for each group and how and when they were actually administered; specific objectives and hypothesis; clearly defined primary and secondary outcome measures and, when applicable, any methods used to enhance the quality of measurements such as multiple observations, training of assessors, etc.; determination of the sample size and an explanation of any interim analysis and stopping rules; the method used to generate random allocation sequence, details of any restriction of randomization, and the method used to implement the random allocation sequence namely allocation concealment; implementation of randomization, blinding or masking, and the success of such a process; and statistical methods used to compare groups for primary outcomes and methods for subgroup or additional analysis.

13.3.1 Participants

Eligibility criteria for participants and the settings and locations where the data were collected must be described. Further, in the reporting of non-inferiority and equivalence trials eligibility criteria for participants describing whether participants in the non-inferiority or equivalence trial are similar to those in any trials that establish efficacy of the reference treatment and the settings and locations.

Each and every RCT in effect addresses an issue relevant to some population with the condition of interest. Eligibility criteria are utilized to restrict the population and performance of the trial to one or a few centers (108). Typical selection criteria may relate to age, sex, clinical diagnosis, and comorbid conditions. Exclusion criteria are used to ensure safety. Eligibility criteria must be explicitly defined and described.

As a cautionary measure any known relevant inaccuracy in patients’ diagnosis should be discussed to avoid that factor in affecting the power of the trial (491). The distinction between inclusion and exclusion criteria is not essential (108,492).

Descriptions of the characteristics of participants and the setting in which they were studied are essential for external validity or generalizability of the trial results. Of particular importance is the method of recruitment, such as by referral or self-selection (for example, through advertisements). The method of recruitment applied before randomization and eligibility criteria do not affect the internal validity of a trial, but method of recruitment may affect the external validity.

Settings and locations are important as health care institutions vary greatly in their organization, experience, and resources, and the baseline risk for the medical condition under investigation, which affects external
validity. In addition, climate and other physical factors, economics, geography, and the social and cultural milieu can all affect a study’s external validity (108). Consequently, it is essential that the number and type of settings and care providers involved is reported to assess the external validity. The setting description should include the country, city, and immediate environment, for example office based practice, hospital outpatient practice, type of specialty center (spine, interventional pain management, pain medicine, etc.), hospital inpatient setting, tertiary referral center, primary care center, or ambulatory surgery center.

13.3.2 Interventions
Precise details of the interventions intended for each group, including the detailed description of whether the reference treatment in the non-inferiority or equivalence trial is identical or very similar to that in any trial(s) that establish efficacy, and how and when they were actually administered must be described. The characteristics of a placebo and the way in which it was described should also be reported. It is especially important to describe thoroughly the “usual care” given to a control group or an intervention that is in fact a combination of interventions (108). It is also important to describe the experience of the investigator or investigators, as it is necessary to describe the number, training, and experience of interventionalists or surgeons in addition to the intervention itself (108,493). In a case of multiple-component interventions, details of timing and duration of interventions must be reported. Further, any differences between the control intervention in the trial and the reference treatment in the previous trial(s) in which efficacy was established should be reported and explained (109). Differences may exist because background treatment and patient management change with time and concomitant therapies may differ (494). As an example, a change in a dose of the reference treatment may also result in reduced efficacy and an increased tolerability may be an issue overestimating the new treatment's advantages.

13.3.3 Objectives
Objectives are the questions that the trial was designed to answer, often relating to the efficacy of a particular therapeutic or preventive intervention. In contrast, the hypothesis or prescribed questions being tested to help meet the objectives are more specific than objective and are amenable to explicit statistical evaluation. However, in practice, objectives and hypothesis are not always easily differentiated. This is the most commonly met requirement in randomized trials (108). Further specific objectives and hypothesis must also include the hypothesis concerning non-inferiority or equivalence.

13.3.4 Outcomes
All RCTs assess response variables, or outcomes, for which the groups are compared. However, some outcomes are of more interest than others, thus the primary outcome measure is the prespecified outcome of greatest importance and is usually the one used in the sample size calculation. Any other outcome assessments are considered as secondary outcomes. Thus, primary and secondary outcome measures, detailing whether the outcomes in the non-inferiority or equivalence trial are identical (or very similar) to those in any trial(s) that establish efficacy of the reference treatment and, when applicable, any methods used to enhance the quality of measurements such as multiple observations, training of assessors, etc., must be clearly defined (108,109).

Both primary and secondary outcomes should be identified and completely defined. It is also helpful to provide the details of prespecified time points of primary interest and methods of outcome assessment. As described earlier, it is also essential to describe the outcome instruments, how they were chosen, and minimal clinical identifiable changes for each instrument.

13.3.5 Sample Size
As detailed in this document, for scientific and ethical reasons, the sample size for a trial needs to be planned carefully, with a balance between clinical and statistical considerations (Table 11). A description should include, in detail, the determination of the sample size, along with details whether it was calculated using a non-inferiority or equivalence criterion and specifying the margin of equivalence with the rationale for its choice.

Whenever applicable, an explanation of any interim analysis and stopping rules should be described.

13.3.6 Randomization
Under the heading of randomization, multiple items are essential which include sequence generation, allocation concealment, and implementation.

13.3.6.1 Sequence Generation
The description of the method used to generate the random allocation sequence, including details of
any restriction such as blocking, stratification, etc. is essential (Table 5).

13.3.6.2 Allocation Concealment

While sequence generation discusses generation of an unpredictable sequence of assignments, it is of considerable importance to understand how the sequence is applied when participants are enrolled into the trial. Multiple methods for allocation concealment have been described (Table 5). Allocation concealment should not be confused with blinding.

13.3.7 Implementation

In addition to knowing the methods used in concealment of the allocated intervention at the time of enrollment, it is also important to understand how the random sequence was implemented; specifically, who generated the allocation sequence, who enrolled the participants, and who assigned the participants to trial groups.

13.3.8 Blinding

Blinding refers to keeping study participants, healthcare providers, and assessors unaware of the assigned intervention. The trials may be open, single-blind, double-blind, or double-blind. Further, it is essential to know how the success of blinding was evaluated.

13.3.9 Statistical Methods

While data can be analyzed in many ways, it is essential to specify which statistical procedure was used for each analysis, and further clarification for each analysis. In addition, methods for additional analysis, such as subgroup analysis and adjusted analysis, should be reported. Thus, statistical methods are used to compare groups for primary outcome(s), specifying whether a 1- or 2-sided or CI approach was used.

13.4 Results

Results of a properly conducted randomized trial should include participant flow, method of recruitment, baseline data, numbers analyzed, outcomes and estimation, ancillary analysis, and adverse events.

13.4.1 Participant Flow

Participant flow is an extremely important part of the equation. Thus, it should be described in detail as shown in Figure 4. Occasionally, the design and execution of some RCTs is straightforward, and the flow of participants through each phase of the study can be

Table 13. Information required to document the flow of participants through each stage of a randomized, controlled trial.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Number of People Included</th>
<th>Number of People Not Included or Excluded</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enrollment</td>
<td>People evaluated for potential enrollment</td>
<td>People who did not meet the inclusion criteria</td>
<td>These counts indicate whether trial participants were likely to be representative of all patients seen; they are relevant to assessment of external validity only, and they are often not available</td>
</tr>
<tr>
<td>Randomization</td>
<td>Participants randomly assigned</td>
<td></td>
<td>Crucial count for defining trial size and assessing whether a trial has been analyzed by intention to treat</td>
</tr>
<tr>
<td>Treatment allocation</td>
<td>Participants who received treatment as allocated, by study group</td>
<td>Participants who did not receive treatment as allocated, by study group</td>
<td>Important counts for assessment of internal validity and interpretation of results; reasons for not receiving treatment as allocated should be given</td>
</tr>
<tr>
<td>Follow-up</td>
<td>Participants who completed treatment as allocated, by study group</td>
<td>Participants who did not complete treatment as allocated, by study group</td>
<td>Important counts for assessment of internal validity and interpretation of results; reasons for not completing treatment or follow-up should be given</td>
</tr>
<tr>
<td>Analysis</td>
<td>Participants included in main analysis, by study group</td>
<td>Participants excluded from main analysis, by study group</td>
<td>Crucial count for assessing whether a trial has been analyzed by intention to treat; reasons for excluding participants should be given</td>
</tr>
</tbody>
</table>

described adequately in a few sentences. However, in more complex studies, it may be difficult to discern whether and why some participants did not receive the treatment as allocated, were lost to follow-up, or were excluded from the analysis (495). Table 13 shows the information required to document the flow of participants through each stage of the RCT, through various stages of the study, starting from enrollment to data analysis, with the number of people included through various stages, and the number of people not included or excluded, along with the rationale for each action. The flow diagram may be expanded to describe treatment allocation or any other aspects and also other information may be added (108).

A participant flow diagram and description also should describe protocol deviations from the study as planned, together with the reasons.

13.4.2 Numbers Analyzed

The number of participants in each group is an essential element of the results. Even though the flow diagram indicates the number of participants for whom outcomes were available, these numbers may vary for different outcome measures. Thus, the clear descriptions of the number of participants (denominator in each group should be included in each analysis) and whether “intention-to-treat” and an alternative analysis were conducted should be reported. Further, the results should be stated in an absolute number when feasible (e.g., 30 of 60, not 50%). Failure to include all participants may bias trial results. Most trials do not yield perfect data. Further, “protocol violations” may occur, such as when patients do not receive the full intervention or the correct intervention or few ineligible patients are randomly allocated in error.

13.4.3 Recruitment

It is essential to describe when a study took place and over what period participants were recruited. It is also important to understand the rate at which participants were recruited. Medical and surgical therapies, including concurrent therapies, evolve continuously and may affect the routine care given to patients during a trial. Further, the length of follow-up, which is not always a fixed a period after randomization, must be shown with a median duration of follow-up (496,497). It is also important to report if the trial was stopped owing to the results of interim analysis of data, as early stopping will lead to a discrepancy between the planned and actual sample sizes. In addition, trials that stop early are likely to overestimate the treatment effect (498).

13.4.4 Baseline Data

Even though the eligibility criteria indicates who was eligible for the trial, it is also important to describe the characteristics of participants who were actually recruited. This information provides the importance and clinical relevance of the trial. Generally RCTs aim to compare groups of participants that differ only with respect to intervention, thus maintaining similar baseline characteristics among the groups. While proper random assignment prevents selection bias, it does not guarantee that the groups are equivalent at baseline and any difference in baseline characteristics are, however, the result of chance rather than bias (222), in contrast to widely held misbeliefs (37). Baseline data are extremely valuable when the outcome measure can also be measured at the start of the trial. Baseline information should be presented efficiently for both groups. The variability of the data should be reported with average values and continuous variables can be summarized for each group by the mean and SD. If continuous data have an asymmetrical distribution, a preferable approach may be to quote the median and percentile range (25th and 75th percentiles) (431). However, standard errors and CIs are not appropriate for describing variability as they are inferential rather than descriptive characteristics.

Despite many warnings about their inappropriateness (221,222,499), significance tests of baseline differences are common and reported in 50% of the trials (108,439). The trial protocol and the result description should state whether or not adjustment is made for nominated baseline variables by using ANCOVA (90,500).

13.4.5 Intention-to-Treat Analysis

The intention-to-treat strategy is commonly recommended to handle such issues as protocol violations and withdrawals to analyze all participants according to their original group assignment, regardless of what subsequently occurred. However, this is not always straightforward to implement. It is common for some patients not to complete a study – they may drop out or be withdrawn from active treatment – and thus are not assessed at the end. Even though those participants cannot be included in the analysis, it is customary still to refer to the analysis of all available participants as an intention-to-treat analysis.
However, the term is also used inappropriately when some participants for whom data are available are excluded; specifically, if the patients received none of the intended treatment because of non-adherence to the protocol, etc. Conversely, analysis can be restricted to only participants who fulfill the protocol in terms of eligibility, interventions, and outcome assessment. This analysis may be considered as per protocol analysis and may be compared with intention-to-treat analysis. However, non-compliance with assigned therapy may mean that the intention-to-treat analysis underestimates the real benefit of the treatment (501,502). Consequently, additional analysis may be considered. It has been reported that studies reporting an intention-to-treat analysis were associated with some other aspects of good study design and reporting, such as describing a sample size calculation (503).

The inclusion of all subjects in intention-to-treat analyses regardless of their follow-up status requires investigators to deal with the resulting missing data by one of several approaches.

13.4.5.1 Last Observation Carried Forward
The most common approach is the replacement of each subject’s missing data with his or her last non-missing observation, a method called last observation carried forward (LOCF) (504). This method works best if the observations are expected to remain at some level or if there are only a few missing values. If the observations in a test are expected to increase or decrease over time this method does not work very well.

13.4.5.2 Best or Worst Case Imputation
Two other methods when dealing with missing data are best case and worst case imputation. Here, the best or worst data is imputed. This leads to either an under or over evaluation of the data and can be used “to assess a lower bound of efficacy as a demonstration of robustness” (505). There are different ways of using worst case imputation.

13.4.5.3 Mean Value Methods
A natural method of imputation is to use the mean value of the recorded observations. This method leads to lower variance and a concern here is that the dropouts might be more likely to be patients with more extreme values (i.e., a very ill patient might not show up). Another aspect of using the mean value is that it is not always clear on which data you should calculate the mean value. One method is mean value for the whole period and the other one is mean of previous and next visit.

13.4.5.4 Regression Methods
Linear regression methods can be used for imputation. Calculations need to control for factors studied which are not being investigated for association.

13.4.6 Outcomes
For both primary and secondary outcomes, results should be reported as a summary of the outcome in each group, together with the contrast between the groups and contrast between baseline and predetermined follow-up periods known as the effect size. Appropriate CIs should be presented for the contrast between groups. However, the CONSORT statement (108) cautions that a common error is the presentation of separate CIs for the outcome in each group rather than for the treatment effect (506). In general, trial results are often more clearly displayed in a table rather than in the text.

CIs to indicate the precision of the estimate should be provided for all outcome measures (108,430,507). The results should be provided, using either 95% CIs or in conjunction with $P$ values, rather than solely as $P$ values (506-513). Further, results should be reported for all planned primary and secondary endpoints, not just for analysis that was statistically significant. Selective reporting has been considered to be widespread and a serious problem, even though there is little empirical evidence of within-study selective reporting (211,514,515). It may also be beneficial to calculate the number needed to treat for benefit or harm (516,517).

13.4.7 Ancillary Analysis
Authors should resist the temptation to perform many subgroup analyses (436-442). Multiple analyses of the same data create considerable risk for false-positive findings. Consequently, analyses that were pre-specified in the trial protocol are much more reliable than those suggested by the data.

However, if subgroup analysis is to be undertaken, the authors should report appropriate methodology rather than selective reporting which could lead to bias (518). Similarly, analysis in which adjustments were made for baseline variables should be clearly reported in both formats, adjusted and unadjusted.

13.4.8 Adverse Events
Interventions may have unintended and often undesirable effects in addition to expected and in-
tended effects. Thus, all important adverse events or side effects in each intervention group should be reported. Adverse events are crucial in the application of the data in practice and may have a major impact on whether a particular intervention will be deemed acceptable and useful or not. However, some reported adverse events may not be as much a consequence of the intervention as the progression of a disease, etc. Thus, it is considered that controlled trials offer the best approach for providing safety data, as well as efficacy data, even though rare adverse effects are not detected in randomized trials (108). Many reports of RCTs are considered to provide inadequate information on adverse events (108). Thus, at a minimum, estimates of the frequency of the main severe adverse events and reactions for treatment discontinuation should be provided separately for each intervention group. It is also essential to provide the operational definition for their measures of severity of adverse events in the protocol, as well as in the report (519).

13.5 Discussion

Discussion should describe interpretation of the results, generalizability of the results, and overall evidence.

13.5.1 Interpretation

The CONSORT statement (108) describes that the discussion sections of scientific reports are filled with rhetorics supporting the authors’ findings and provide little measured argument of the pros and cons of the study and its results (520). In fact, some journals have encouraged a structure for the authors’ discussion of their results (521,522). For example, the Annals of Internal Medicine (521) recommends that authors structure the discussion section by presenting: 1) a brief synopsis of the key findings; 2) consideration of possible mechanisms and explanation; 3) comparison with relevant findings from other published studies; 4) limitations of the present study and methods used to minimize and compensate for those limitations; and 5) a brief section that summarizes the clinical and research implications of the work, as appropriate. It is of particular importance to discuss the weaknesses and limitations of the study (108,523,524). Along with the limitations, discussion of any imprecision of the results is essential to be included in the weakness. Imprecision may arise in connection with several aspects of a study, including measurement of a primary outcome or diagnosis (108).

Finally, the authors should describe the difference between statistical significance and clinical importance.

13.5.2 Generalizability

External validity, also known as generalizability or applicability, is the extent to which the results of a study can be generalized to other circumstances (108,525). However, internal validity is also essential as it is a prerequisite for external validity. The results of a flawed study are invalid and the question of its external validity becomes irrelevant. Generalizability essentially conveys whether the results are applicable to an individual patient or groups that differ from those enrolled in the trial with regard to age, sex, severity of disease, and comorbid conditions or they can be applied at the primary, secondary, and tertiary levels of care. Since external validity is a matter of judgment and depends on the characteristics of the participants included in the trial setting, the treatment regimens tested, and the outcomes assessed, it is crucial that adequate information be provided about eligibility criteria and the setting and location, the interventions and how they were administered, the definition of outcomes, and the period of recruitment and follow-up (108,526,527). Even though several considerations are important when results of a trial are applied to an individual patient or general population, in general, interventions found to be beneficial in a narrow range of patients have broader applications in actual practice. Multiple measures that incorporate baseline risk and therapeutic effects, such as the number needed to treat to obtain one additional favorable outcome and the number needed to treat to produce one adverse event, are helpful in assessing the benefit-to-risk ratio (108,527). This will facilitate the clinician’s ability to integrate the information in patient management.

13.5.3 Overall Evidence

Overall evidence shows the general interpretation of the results in the context of current evidence. This can be achieved by including a formal systematic review in the results or discussion of the report, provided such reports exist. This provides a basis for interpretation of the evidence as the totality, along with information about whether the results are similar to those of other trials in the same topic area and the degree of similarity.

14. Discussion

Assessment of healthcare interventions can be misleading unless investigators ensure unbiased com-
Comparisons. Even though N of 1 RCT is considered to be at the top of the hierarchy of strength of evidence, randomized trials remain the only method that eliminates selection and confounding biases. Basically, one may state that the standard RCTs are in fact set up to show that treatments do not work, rather than to demonstrate that treatments do work. While RCTs are considered to provide the most internally valued evidence for medical decision-making, they provide only partial answers. In interventional pain management settings, results from clinical trials, both randomized and observational, with substantial impact on patient care, have been ruled ineffective based on flawed methodology and evidence synthesis. However, recent results also have provided empirical evidence that some RCTs have biased results and in some cases there was no difference between observational and randomized trials. The poorly executed trials, whether randomized or non-randomized, tend to exaggerate treatment effects and to have important biases. Thus, it is essential to produce high-quality research, which consistently eliminates bias and shows significant effect size.

The design, implementation, and reporting of an RCT require methodologic as well as clinical expertise including meticulous effort, a high index of suspicion for unanticipated difficulties, potentially unnoticed problems, and methodological deficiencies, and skills to report the findings appropriately with close attention to minimizing bias. Sound reporting encompasses adequate reporting, and the conduct of ethical trials rests on the footing of sound science, which will not subject readers to speculation (108). Intervventional pain specialists must understand the differences between multiple types of trials – placebo-controlled, pragmatic, other types of controls, and types of blinding, and must have a clear understanding of the randomization procedures including random allocation sequence and allocation concealment. Further, clearly defined primary and secondary outcome measures and appropriate presentation of the results are also essential. The most commonly utilized pain assessment instruments are NRS or VAS, and functional assessment instruments are the ODI and NDI. Other measures may include psychological assessment.
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